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Foreword

Progress in a given field of technology is both desired and expected to follow a stable and predictable

long-term trajectory. Semilog plots of technology trends spanning decades in time and orders of

magnitude in value abound. Perhaps the most famous exemplar of such a technology trajectory is the

trend line associated with Moore’s law, where technology density has doubled every 12 to 18 months for

several decades. One must not, however, be lulled into extrapolating such predictability to other aspects

of semiconductor technology, such as device performance, or even to the long-term prospects for

the continuance of device density scaling itself. New physical phenomena assert themselves as one

approaches the limits of a physical system, as when device layers approach atomic dimensions, and thus,

no extrapolation goes on indefinitely.

Technology density and performance trends, though individually constant over many years, are the

result of an enormously complex interaction between a series of decisions made as to the layout of a

given device, the physics behind its operation, manufacturability considerations, and its extensibility

into the future. This complexity poses a fundamental challenge to the device physics and engineering

community, which must delve as far forward into the future as possible to understand when physical law

precludes further progress down a given technology path. The early identification of such impending

technological discontinuities, thus providing time to ameliorate their consequences, is in fact vital to the

health of the semiconductor industry. Recently disrupted trends in CMOS microprocessor performance,

where the ‘‘value’’ of processor-operating frequency was suddenly subordinated to that of integration,

demonstrate the challenges remaining in accurately assessing the behavior of future technologies.

However, current challenges faced in scaling deep submicron CMOS technology are far from unique

in the history of semiconductors.

Bipolar junction transistor (BJT) technology, dominant in high-end computing applications during

the mid-1980s, was being aggressively scaled to provide the requisite performance for future systems. By

the virtue of bipolar transistors being vertical devices rather than lateral (as CMOS is), the length scale of

bipolar transistors is set by the ability to control layer thicknesses rather than lateral dimensions. This

allowed the definition of critical device dimensions, such as base width, to values far below the limits of

optical lithography of the day. Although great strides in device performance had been made by 1985,

with unity gain cutoff frequencies (fT) in the range 20–30 GHz seemingly feasible, device scaling was

approaching limits at which new physical phenomena became significant. Highly scaled silicon BJTs,

having base widths below 1000 Å, demonstrated inordinately high reverse junction leakage. This was due

to the onset of band-to-band tunneling between heavily doped emitter and base regions, rendering such

devices unreliable. This and other observations presaged one of the seminal technology discontinuities

of the past decade, silicon–germanium (SiGe) heterojunction bipolar transistor (HBT) technology being

the direct consequence.

Begun as a program to develop bipolar technology with performance capabilities well beyond those

possible via the continued scaling of conventional Si BJTs, SiGe HBT technology has found a wealth of

applications beyond the realm of computing. A revolution in bipolar fabrication methodology, moving
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from device definition by implantation to device deposition and definition by epitaxy, accompanied by

the exploitation of bandgap tailoring, took silicon-based bipolar transistor performance to levels never

anticipated. It is now common to find SiGe HBTs with performance figures in excess of 300 GHz for

both fT and fmax, and circuits operable at frequencies in excess of 100 GHz.

A key observation is that none of this progress occurred in a vacuum, other than perhaps in the field

of materials deposition. The creation of a generation of transistor technology having tenfold improved

performance would of itself have produced far less ultimate value in the absence of an adequate eco-

system to enable its effective creation and utilization. This text is meant to describe the eco-system that

developed around SiGe technology as context for the extraordinary achievement its commercial rollout

represented.

Early SiGe materials, of excellent quality in the context of fundamental physical studies, proved near

useless in later device endeavors, forcing dramatic improvements in layer control and quality to then

enable further development. Rapid device progress that followed drove silicon-based technology (recall

that SiGe technology is still a silicon-based derivative) to unanticipated performance levels, demanding

the development of new characterization and device modeling techniques. As materials work was further

proven SiGe applications expanded to leverage newly available structural and chemical control.

Devices employing ever more sophisticated extensions of SiGe HBT bandgap tailoring have emerged,

utilizing band offsets and the tailoring thereof to create SiGe-based HEMTs, tunneling devices, mobility-

enhanced CMOS, optical detectors, and more to come. Progress in these diverse areas of device design is

timely, as I have already noted the now asymptotic nature of performance gains to be had from

continued classical device scaling, leading to a new industry focus on innovation rather than pure

scaling. Devices now emerging in SiGe are not only to be valued for their performance, but rather their

variety of functionality, where, for example, optically active components open up the prospect of the

seamless integration of broadband communication functionality at the chip level.

Access to high-performance SiGe technology has spurred a rich diversity of exploratory and com-

mercial circuit applications, many elaborated in this text. Communications applications have been most

significantly impacted from a commercial perspective, leveraging the ability of SiGe technologies to

produce extremely high-performance circuits while using back level, and thus far less costly, fabricators

than alternative materials such as InP, GaAs, or in some instances advanced CMOS.

These achievements did not occur without tremendous effort on the part of many workers in the field,

and the chapters in this volume represent examples of such contributions. In its transition from

scientific curiosity to pervasive technology, SiGe-based device work has matured greatly, and I hope

you find this text illuminating as to the path that maturation followed.

Bernard S. Meyerson

IBM Systems and Technology Group
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Preface

While the idea of cleverly using silicon–germanium (SiGe) and silicon (Si) strained-layer epitaxy to

practice bandgap engineering of semiconductor devices in the highly manufacturable Si material system

is an old one, only in the past decade has this concept become a practical reality. The final success of

creating novel Si heterostructure transistors with performance far superior to their Si-only homojunction

cousins, while maintaining strict compatibility with the massive economy-of-scale of conventional Si

integrated circuit manufacturing, proved challenging and represents the sustained efforts of literally

thousands of physicists, electrical engineers, material scientists, chemists, and technicians across the world.

In the electronics domain, the fruit of that global effort is SiGe heterojunction bipolar transistor (SiGe

HBT) BiCMOS technology, and strained Si/SiGe CMOS technology, both of which are at present in

commercial manufacturing worldwide and are rapidly finding a number of important circuit and system

applications. As with any new integrated circuit technology, the industry is still actively exploring device

performance and scaling limits (at present well above 300 GHz in frequency response, and rising), new

circuit applications and potential new markets, as well as a host of novel device and structural

innovations. This commercial success in the electronics arena is also spawning successful forays into

the optoelectronics and even nanoelectronics fields. The Si heterostructure field is both exciting and

dynamic in its scope.

The implications of the Si heterostructure success story contained in this book are far-ranging and will

be both lasting and influential in determining the future course of the electronics and optoelectronics

infrastructure, fueling the miraculous communications explosion of the twenty-first century. While

several excellent books on specific aspects of the Si heterostructures field currently exist (for example, on

SiGe HBTs), this is the first reference book of its kind that ‘‘brings-it-all-together,’’ effectively presenting

a comprehensive perspective by providing very broad topical coverage ranging from materials, to

fabrication, to devices (HBT, FET, optoelectronic, and nanostructure), to CAD, to circuits, to applica-

tions. Each chapter is written by a leading international expert, ensuring adequate depth of coverage,

up-to-date research results, and a comprehensive list of seminal references. A novel aspect of this book is

that it also contains ‘‘snap-shot’’ views of the industrial ‘‘state-of-the-art,’’ for both devices and circuits,

and is designed to provide the reader with a useful basis of comparison for the current status and future

course of the global Si heterostructure industry.

This book is intended for a number of different audiences and venues. It should prove to be a useful

resource as:

1. A hands-on reference for practicing engineers and scientists working on various aspects of Si

heterostructure integrated circuit technology (both HBT, FET, and optoelectronic), including

materials, fabrication, device physics, transistor optimization, measurement, compact modeling

and device simulation, circuit design, and applications

2. A hands-on research resource for graduate students in electrical and computer engineering,

physics, or materials science who require information on cutting-edge integrated circuit

technologies
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3. A textbook for use in graduate-level instruction in this field

4. A reference for technical managers and even technical support/technical sales personnel in the

semiconductor industry

It is assumed that the reader has some modest background in semiconductor physics and semiconductor

devices (at the advanced undergraduate level), but each chapter is self-contained in its treatment.

In this age of extreme activity, in which we are all seriously pressed for time and overworked, my

success in getting such a large collection of rather famous people to commit their precious time to my

vision for this project was immensely satisfying. I am happy to say that my authors made the process

quite painless, and I am extremely grateful for their help. The list of contributors to this book actually

reads like a global ‘‘who’s who’’ of the silicon heterostructure field, and is impressive by any standard.

I would like to formally thank each of my colleagues for their hard work and dedication to executing my

vision of producing a lasting Si heterostructure ‘‘bible.’’ In order of appearance, the ‘‘gurus’’ of our field

include:

Guofu Niu, Auburn University, USA

David R. Greenberg, IBM Thomas J. Watson Research Center, USA

Jae-Sung Rieh, Korea University, South Korea

Greg Freeman, IBM Microelectronics, USA

Andreas Stricker, IBM Microelectronics, USA

Kern (Ken) Rim, IBM Thomas J. Watson Research Center, USA

Scott E. Thompson, University of Florida, USA

Sanjay Banerjee, University of Texas at Austin, USA

Soichiro Tsujino, Paul Scherrer Institute, Switzerland

Detlev Grützmacher, Paul Scherrer Institute, Switzerland

Ulf Gennser, CNRS-LPN, France

Erich Kasper, University of Stuttgart, Germany

Michael Oehme, University of Stuttgart, Germany

Eugene A. Fitzgerald, Massachusetts Institute of Technology, USA

Robert Hull, University of Virginia, USA

Kang L. Wang, University of California at Los Angeles, USA

S. Tong, University of California at Los Angeles, USA

H.J. Kim, University of California at Los Angeles, USA

Lorenzo Colace, University ‘‘Roma Tre,’’ Italy

Gianlorenzo Masini, University ‘‘Roma Tre,’’ Italy

Gaetano Assanto, University ‘‘Roma Tre,’’ Italy

Wei-Xin Ni, Linköping University, Sweden

Anders Elfving, Linköping University, Sweden

Douglas J. Paul, University of Cambridge, United Kingdom

Michael Schröter, University of California at San Diego, USA

Ramana M. Malladi, IBM Microelectronics, USA

I would also like to thank my graduate students and post-docs, past and present, for their dedication

and tireless work in this fascinating field. I rest on their shoulders. They include: David Richey,

Alvin Joseph, Bill Ansley, Juan Roldán, Stacey Salmon, Lakshmi Vempati, Jeff Babcock, Suraj

Mathew, Kartik Jayanaraynan, Greg Bradford, Usha Gogineni, Gaurab Banerjee, Shiming Zhang, Krish

Shivaram, Dave Sheridan, Gang Zhang, Ying Li, Zhenrong Jin, Qingqing Liang, Ram Krithivasan, Yun

Luo, Tianbing Chen, Enhai Zhao, Yuan Lu, Chendong Zhu, Jon Comeau, Jarle Johansen, Joel Andrews,

Lance Kuo, Xiangtao Li, Bhaskar Banerjee, Curtis Grens, Akil Sutton, Adnan Ahmed, Becca Haugerud,

Mustayeen Nayeem, Mustansir Pratapgarhwala, Guofu Niu, Emery Chen, Jongsoo Lee, and Gnana

Prakash.
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Finally, I am grateful to Tai Soda at Taylor & Francis for talking me into this project, and supporting

me along the way. I would also like to thank the production team at Taylor & Francis for their able

assistance (and patience!), especially Jessica Vakili.

The many nuances of the Si heterostructure field make for some fascinating subject matter, but this is

no mere academic pursuit. In the grand scheme of things, the Si heterostructure industry is already

reshaping the global communications infrastructure, which is in turn dramatically reshaping the way life

on planet Earth will transpire in the twenty-first century and beyond. The world would do well to pay

attention. It has been immensely satisfying to see both the dream of Si/SiGe bandgap engineering, and

this book, come to fruition. I hope our efforts please you. Enjoy!

John D. Cressler

Editor
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1
The Big Picture

John D. Cressler
Georgia Institute of Technology

1.1 The Communications Revolution...................................... 1-1

1.2 Bandgap Engineering in the Silicon
Material System ................................................................... 1-3

1.3 Terminology and Definitions ............................................. 1-4

1.4 The Application Space ........................................................ 1-5

1.5 Performance Limits and Future Directions ...................... 1-9

1.1 The Communications Revolution

We are at a unique juncture in the history of humankind, a juncture that amazingly we engineers and

scientists have dreamed up and essentially created on our own. This pivotal event can be aptly termed

the ‘‘Communications Revolution,’’ and the twenty-first century, our century, will be the era of human

history in which this revolution plays itself out.

This communications revolution can be functionally defined and characterized by the pervasive

acquisition, manipulation, storage, transformation, and transmission of ‘‘information’’ on a global

scale. This information, or more generally, knowledge, in its infinitely varied forms and levels of

complexity, is gathered from our analog sensory world, transformed in very clever ways into logical

‘‘1’’s and ‘‘0’’s for ease of manipulation, storage, and transmission, and subsequently regenerated into

analog sensory output for our use and appreciation. In 2005, this planetary communication of

information is occurring at a truly mind-numbing rate, estimates of which are on the order of

80 Tera-bits/sec (1012) of data transfer across the globe in 2005 solely in wired and wireless voice and

data transmission, 24 hours a day, 7 days a week, and growing exponentially. The world is quite literally

abuzz with information flow—communication.* It is for the birth of the Communications Revolution

that we humans likely will be remembered for 1000 years hence. Given that this revolution is happening

during the working careers of most of us, I find it a wonderful time to be alive, a fact of which I remind

my students often.

Here is my point. No matter how one slices it, at the most fundamental level, it is semiconductor

devices that are powering this communications revolution. Skeptical? Imagine for a moment that one

could flip a switch and instantly remove all of the integrated circuits (ICs) from planet Earth.

A moment’s reflection will convince you that there is not a single field of human endeavor that would

not come to a grinding halt, be it commerce, or agriculture, or education, or medicine, or entertain-

ment. Life as we in the first world know it in 2005 would simply cease to exist. And yet, remarkably, the

same result would not have been true 50 years ago; even 20 years ago. Given the fact that we humans

have been on planet Earth in our present form for at least 1 million years, and within communities

* I have often joked with my students that it would be truly entertaining if the human retina was sensitive to

longer wavelengths of electromagnetic radiation, such that we could ‘‘see’’ all the wireless communications signals

constantly bathing the planet (say, in greens and blues!). It might change our feelings regarding our ubiquitous

cell phones!
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having entrenched cultural traditions for at least 15,000 years, this is truly a remarkable fact of history.

A unique juncture indeed.

Okay, hold on tight. It is an easy case to make that the semiconductor silicon (Si) has single-handedly

enabled this communications revolution.* I have previously extolled at length the remarkable virtues of

this rather unglamorous looking silver-grey element [1], and I will not repeat that discussion here, but

suffice it to say that Si represents an extremely unique material system that has, almost on its own,

enabled the conception and evolving execution of this communications revolution. The most compel-

ling attribute, by far, of Si lies in the economy-of-scale it facilitates, culminating in the modern IC

fabrication facility, effectively enabling the production of gazillions of low-cost, very highly integrated,

remarkably powerful ICs, each containing millions of transistors; ICs that can then be affordably placed

into widgets of remarkably varied form and function.y

So what does this have to do with the book you hold in your hands? To feed the emerging

infrastructure required to support this communications revolution, IC designers must work tirelessly

to support increasingly higher data rates, at increasingly higher carrier frequencies, all in the design

space of decreasing form factor, exponentially increasing functionality, and at ever-decreasing cost. And

by the way, the world is going portable and wireless, using the same old wimpy batteries. Clearly,

satisfying the near-insatiable appetite of the requisite communications infrastructure is no small task.

Think of it as job security!

For long-term success, this quest for more powerful ICs must be conducted within the confines of

conventional Si IC fabrication, so that the massive economy-of-scale of the global Si IC industry can be

brought to bear. Therein lies the fundamental motivation for the field of Si heterostructures, and thus

this book. Can one use clever nanoscale engineering techniques to custom-tailor the energy bandgap of

fairly conventional Si-based transistors to: (a) improve their performance dramatically and thereby ease

the circuit and system design constraints facing IC designers, while (b) performing this feat without

throwing away all the compelling economy-of-scale virtues of Si manufacturing? The answer to this

important question is a resounding ‘‘YES!’’ That said, getting there took time, vision, as well as

dedication and hard work of literally thousands of scientists and engineers across the globe.

In the electronics domain, the fruit of that global effort is silicon–germanium heterojunction bipolar

transistor (SiGe HBT) bipolar complementary metal oxide semiconductor (BiCMOS) technology, and is

in commercial manufacturing worldwide and is rapidly finding a number of important circuit and

system applications. In 2004, the SiGe ICs, by themselves, are expected to generate US$1 billion in

revenue globally, with perhaps US$30 billion in downstream products. This US$1 billion figure is

projected to rise to US$2.09 billion by 2006 [2], representing a growth rate of roughly 42% per year, a

remarkable figure by any economic standard. The biggest single market driver remains the cellular

industry, but applications in optical networking, hard disk drives for storage, and automotive collision-

avoidance radar systems are expected to represent future high growth areas for SiGe. And yet, in the

beginning of 1987, only 18 years ago, there was no such thing as a SiGe HBT. It had not been

demonstrated as a viable concept. An amazing fact.

In parallel with the highly successful development of SiGe HBT technology, a wide class of ‘‘transport

enhanced’’ field effect transistor topologies (e.g., strained Si CMOS) have been developed as a means to

boost the performance of the CMOS side of Si IC coin, and such technologies have also recently begun

*The lone exception to this bold claim lies in the generation and detection of coherent light, which requires direct

bandgap III–V semiconductor devices (e.g., GaAs of InP), and without which long-haul fiber communications

systems would not be viable, at least for the moment.
yConsider: it has been estimated that in 2005 there are roughly 20,000,000,000,000,000,000 (2 � 1019) transistors

on planet Earth. While this sounds like a large number, let us compare it to some other large numbers: (1) the universe is

roughly 4.2 � 1017sec old (13.7 billion years), (2) there are about 1 � 1021 stars in the universe, and (3) the universe

is about 4 � 1023 miles across (15 billion light-years)! Given the fact that all 2 � 1020 of these transistors have been

produced since December 23, 1947 (following the invention of the point-contact transistor by Bardeen, Brattain, and

Shockley), this is a truly remarkable feat of human ingenuity.
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to enter the marketplace as enhancements to conventional core CMOS technologies. The commercial

success enjoyed in the electronics arena has very naturally also spawned successful forays into the

optoelectronics and even nanoelectronics fields, with potential for a host of important downstream

applications.

The Si heterostructure field is both exciting and dynamic in its scope. The implications of the Si

heterostructure success story contained in this book are far-ranging and will be both lasting and influential

in determining the future course of the electronics and optoelectronics infrastructure, fueling the

miraculous communications explosion of our twenty-first century. The many nuances of the Si hetero-

structure field make for some fascinating subject matter, but this is no mere academic pursuit. As I have

argued, in the grand scheme of things, the Si heterostructure industry is already reshaping the global

communications infrastructure, which is in turn dramatically reshaping the way life of planet Earth will

transpire in the twenty-first century and beyond. The world would do well to pay close attention.

1.2 Bandgap Engineering in the Silicon Material System

As wonderful as Si is from a fabrication viewpoint, from a device or circuit designer’s perspective, it is

hardly the ideal semiconductor. The carrier mobility for both electrons and holes in Si is comparatively

small compared to their III–V cousins, and the maximum velocity that these carriers can attain under

high electric fields is limited to about 1 � 107 cm/sec under normal conditions, relatively ‘‘slow.’’ Since

the speed of a transistor ultimately depends on how fast the carriers can be transported through the

device under sustainable operating voltages, Si can thus be regarded as a somewhat ‘‘meager’’ semicon-

ductor. In addition, because Si is an indirect gap semiconductor, light emission is fairly inefficient,

making active optical devices such as diode lasers impractical (at least for the present). Many of the III–V

compound semiconductors (e.g., GaAs or InP), on the other hand, enjoy far higher mobilities and

saturation velocities, and because of their direct gap nature, generally make efficient optical generation

and detection devices. In addition, III–V devices, by virtue of the way they are grown, can be

compositionally altered for a specific need or application (e.g., to tune the light output of a diode

laser to a specific wavelength). This atomic-level custom tailoring of a semiconductor is called bandgap

engineering, and yields a large performance advantage for III–V technologies over Si [3]. Unfortunately,

these benefits commonly associated with III–V semiconductors pale in comparison to the practical

deficiencies associated with making highly integrated, low-cost ICs from these materials. There is no

robust thermally grown oxide for GaAs or InP, for instance, and wafers are smaller with much higher

defect densities, are more prone to breakage, and are poorer heat conductors (the list could go on).

These deficiencies translate into generally lower levels of integration, more difficult fabrication, lower

yield, and ultimately higher cost. In truth, of course, III–V materials such as GaAs and InP fill important

niche markets today (e.g., GaAs metal semiconductor field effect transistor (MESFETs) and HBTs for cell

phone power amplifiers, AlGaAs- or InP-based lasers, efficient long wavelength photodetectors, etc.),

and will for the foreseeable future, but III–V semiconductor technologies will never become mainstream

in the infrastructure of the communications revolution if Si-based technologies can do the job.

While Si ICs are well suited to high-transistor-count, high-volume microprocessors and memory

applications, RF, microwave, and even millimeter-wave (mm-wave) electronic circuit applications,

which by definition operate at significantly higher frequencies, generally place much more restrictive

performance demands on the transistor building blocks. In this regime, the poorer intrinsic speed of Si

devices becomes problematic. That is, even if Si ICs are cheap, they must deliver the required device and

circuit performance to produce a competitive system at a given frequency. If not, the higher-priced but

faster III–V technologies will dominate (as they indeed have until very recently in the RF and microwave

markets).

The fundamental question then becomes simple and eminently practical: is it possible to improve the

performance of Si transistors enough to be competitive with III–V devices for high-performance

applications, while preserving the enormous yield, cost, and manufacturing advantages associated

with conventional Si fabrication? The answer is clearly ‘‘yes,’’ and this book addresses the many nuances
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associated with using SiGe and Si-strained layer epitaxy to practice bandgap engineering in the Si

material system, a process culminating in, among other things, the SiGe HBT and strained Si CMOS, as

well as a variety of other interesting electronic and optoelectronic devices built from these materials. This

totality can be termed the ‘‘Si heterostructures’’ field.

1.3 Terminology and Definitions

A few notes on modern usage and pronunciation in this field are in order (really!). It is technically

correct to refer to silicon–germanium alloys according to their chemical composition, Si1�xGex , where x

is the Ge mole fraction. Following standard usage, such alloys are generally referred to as ‘‘SiGe’’ alloys.

Note, however, that it is common in the material science community to also refer to such materials as

‘‘Ge:Si’’ alloys.

A SiGe film that is carbon doped (e.g., less than 0.20% C) in an attempt to suppress subsequent boron

out-diffusion (e.g., in HBTs) is properly referred to as a SiGe:C alloy, or simply SiGeC (pronounced

‘‘silicon germanium carbon,’’ not ‘‘silicon germanium carbide’’). This class of SiGe alloys should be

viewed as optimized SiGe alloys, and are distinct from SiGe films with a much higher C content (e.g., 2%

to 3% C) that might be used, for instance, to lattice-match SiGeC alloys to Si.

Believe it or not, this field also has its own set of slang pronunciations. The colloquial usage of the

pronunciation \’sig-ee\ to refer to ‘‘silicon–germanium’’ (begun at IBM in the late 1990s) has come into

vogue (heck, it may make it to the dictionary soon!), and has even entered the mainstream IC engineers’s

slang; pervasively.*

In the electronics domain, it is important to be able to distinguish between the various SiGe

technologies as they evolve, both for CMOS (strained Si) and bipolar (SiGe HBT). Relevant questions

in this context include: Is company X’s SiGe technology more advanced than company Y’s SiGe

technology? For physical as well as historical reasons, one almost universally defines CMOS technology

(Si, strained Si, or SiGe), a lateral transport device, by the drawn lithographic gate length (the CMOS

technology ‘‘node’’), regardless of the resultant intrinsic device performance. Thus, a ‘‘90-nm’’ CMOS

node has a drawn gate length of roughly 90 nm. For bipolar devices (i.e., the SiGe HBT), however, this is

not so straightforward, since it is a vertical transport device whose speed is not nearly as closely linked to

lithographic dimensions.

In the case of the SiGe HBT it is useful to distinguish between different technology generations

according to their resultant ac performance (e.g., peak common-emitter, unity gain cutoff frequency

(fT), which is (a) easily measured and unambiguously compared technology to technology, and yet is (b)

a very strong function of the transistor vertical doping and Ge profile and hence nicely reflects the degree

of sophistication in device structural design, overall thermal cycle, epi growth, etc.) [1]. The peak fT
generally nicely reflects the ‘‘aggressiveness,’’ if you will, of the transistor scaling which has been applied

to a given SiGe technology. A higher level of comparative sophistication can be attained by also invoking

the maximum oscillation frequency ( fmax), a parameter which is well correlated to both intrinsic profile

and device parasitics, and hence a bit higher on the ladder of device performance metrics, and thus more

representative of actual large-scale circuit performance. The difficulty in this case is that fmax is far more

ambiguous than fT, in the sense that it can be inferred from various gain definitions (e.g., U vs. MAG),

and in practice power gain data are often far less ideal in its behavior over frequency, more sensitive to

accurate deembedding, and ripe with extraction ‘‘issues.’’

We thus term a SiGe technology having a SiGe HBT with a peak fT in the range of 50 GHz as ‘‘first

generation;’’ that with a peak fT in the range of 100 GHz as ‘‘second generation;’’ that with a peak fT in

the range of 200 GHz as ‘‘third generation;’’ and that with a peak fT in the range of 300 GHz as ‘‘fourth

generation.’’ These are loose definitions to be sure, but nonetheless useful for comparison purposes.

*I remain a stalwart holdout against this snowballing trend and stubbornly cling to the longer but far more

satisfying ‘‘silicon–germanium.’’
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A complicating factor in SiGe technology terminology results from the fact that most, if not all,

commercial SiGe HBT technologies today also contain standard Si CMOS devices (i.e., SiGe HBT

BiCMOS technology) to realize high levels of integration and functionality on a single die (e.g., single-

chip radios complete with RF front-end, data converters, and DSP). One can then speak of a given

generation of SiGe HBT BiCMOS technology as the most appropriate intersection of both the SiGe HBT

peak fT and the CMOS technology node (Figure 1.1). For example, for several commercially important

SiGe HBT technologies available via foundry services, we have:

. IBM SiGe 5HP—50 GHz peak fT SiGe HBT þ 0.35 mm Si CMOS (first generation)

. IBM SiGe 7HP—120 GHz peak fT SiGe HBT þ 0.18 mm Si CMOS (second generation)

. IBM SiGe 8HP—200 GHz peak fT SiGe HBT þ 0.13 mm Si CMOS (third generation)

. Jazz SiGe 60—60 GHz peak fT SiGe HBT þ 0.35 mm Si CMOS (first generation)

. Jazz SiGe 120—150 GHz peak fT SiGe HBT þ 0.18 mm Si CMOS (second generation)

. IHP SiGe SGC25B—120 GHz peak fT SiGe HBT þ 0.25 mm Si CMOS (second generation)

All SiGe HBT BiCMOS technologies can thus be roughly classified in this manner. It should also be

understood that multiple transistor design points typically exist in such BiCMOS technologies (multiple

breakdown voltages for the SiGe HBT and multiple threshold or breakdown voltages for the CMOS),

and hence the reference to a given technology generation implicitly refers to the most aggressively scaled

device within that specific technology platform.

1.4 The Application Space

It goes without saying in our field of semiconductor IC technology that no matter how clever or cool a

new idea appears at first glance, its long-term impact will ultimately be judged by its marketplace ‘‘legs’’

(sad, but true). That is, was the idea good for a few journal papers and an award or two, or did someone

actually build something and sell some useful derivative products from it? The sad reality is that the

semiconductor field (and we are by no means exceptional) is rife with examples of cool new devices that
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FIGURE 1.1 Evolution of SiGe HBT BiCMOS technology generations, as measured by the peak cutoff frequency of

the SiGe HBT, and the CMOS gate length.
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never made it past the pages of the IEDM digest! The ultimate test, then, is one of stamina. And sweat.

Did the idea make it out of the research laboratory and into the hands of the manufacturing lines? Did it

pass the qualification-checkered flag, have design kits built around it, and get delivered to real circuit

designers who built ICs, fabricated them, and tested them? Ultimately, were the derivative ICs inserted

into real systems—widgets—to garner leverage in this or that system metric, and hence make the

products more appealing in the marketplace?

Given the extremely wide scope of the semiconductor infrastructure fueling the communications

revolution, and the sheer volume of widget possibilities, electronic to photonic to optoelectronic, it is

useful here to briefly explore the intended application space of Si heterostructure technologies as we peer

out into the future. Clearly I possess no crystal ball, but nevertheless some interesting and likely lasting

themes are beginning to emerge from the fog.

SiGe HBT BiCMOS is the obvious ground-breaker of the Si heterostructures application space in terms

of moving the ideas of our field into viable products for the marketplace. The field is young, but the signs

are very encouraging. As can be seen in Figure 1.2, there are at present count 25 þ SiGe HBT industrial

fabrication facilities on line in 2005 around the world, and growing steadily. This trend points to an obvious

recognition that SiGe technology will play an important role in the emerging electronics infrastructure of

the twenty-first century. Indeed, as I often point out, the fact that virtually every major player in the

communications electronics field either: (a) has SiGe up and running in-house, or (b) is using someone

else’s SiGe fab as foundry for their designers, is a remarkable fact, and very encouraging in the grand

scheme of things. As indicated above, projections put SiGe ICs at a US$2.0 billion level by 2006, small by

percentage perhaps compared to the near trillion dollar global electronics market, but growing rapidly.

The intended application target? That obviously depends on the company, but the simple answer is,

gulp, a little bit of everything! As depicted in Figure 1.3 and Figure 1.4, the global communications

landscape is exceptionally diverse, ranging from low-frequency wireless (2.4 GHz cellular) to the fastest

high-speed wireline systems (10 and 40 Gbit/sec synchronous optical network (SONET)). Core CMOS

technologies are increasingly being pushed into the lower frequency wireless space, but the compelling

drive to higher carrier frequencies over time will increasingly favor SiGe technologies.

At present, SiGe ICs are making inroads into: the cellular industry for handsets [global system for

mobile communications—GSM, code division multiple access (CDMA), wideband CDMA (W-CDMA),

etc.], even for power amplifiers; various wireless local area networks (WLAN) building blocks,

from components to fully integrated systems ranging from 2.4 to 60 GHz and up; ultrawide band

(UWB) components; global positioning systems (GPS); wireless base stations; a variety of wireline

networking products, from 2.5 to 40 Gbit/sec (and higher); data converters (D/A and A/D); high-

speed memories; a variety of instrumentation electronics; read-channel memory storage products;

core analog functions (op amps, etc.); high-speed digital circuits of various flavors; radiation detector
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FIGURE 1.2 Number of industrial SiGe and strained Si fabrication facilities.

Cressler/Silicon Heterostructure Devices 66900_C001 Final Proof page 6 17.10.2007 10:23am Compositor Name: JGanesan

1-6 Silicon Heterostructure Devices



electronics; radar systems (from 3 to 77 GHz and up); a variety space-based electronics components; and

various niche extreme environment components (e.g., cryogenic (77 K) hybrid superconductor–semi-

conductor systems). The list is long and exceptionally varied—this is encouraging. Clearly, however,

some of these components of ‘‘everything’’ are more important than others, and this will take time to

shake out.

The strength of the BiCMOS twist to SiGe ICs cannot be overemphasized. Having both the high-speed

SiGe HBT together on-chip with aggressively scaled CMOS allows one great flexibility in system design,

the depths of which is just beginning to be plumbed. While debates still rage with respect to the most

cost-effective partitioning at the chip and package level (system-on-a-chip versus system-in-a-package,

FIGURE 1.3 The global communications landscape, broken down by the various communications standards, and

spanning the range of: wireless to wireline; fixed to mobile; copper to fiber; low data rate to broadband; and local

area to wide area networks. WAN is wide area network, MAN is metropolitan area network, the so-called ‘‘last mile’’

access network, LAN is local area network, and PAN is personal area network, the emerging in-home network. (Used

with the permission of Kyutae Lim.)
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FIGURE 1.4 Some application frequency bands for SiGe integrated circuits.
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etc.), clearly increased integration is viewed as a good thing in most camps (it is just a question of how

much), and SiGe HBT BiCMOS is well positioned to address such needs across a broad market sector.

The envisioned high-growth areas for SiGe ICs over the new few years include: the cellular industry,

optical networking, disk drives, and radar systems. In addition, potential high-payoff market areas span

the emerging mm-wave space (e.g., the 60 GHz ISM band WLAN) for short range, but very high data

rate (Gbit/sec) wireless systems. A SiGe 60 GHz single-chip/package transceiver (see Figure 1.5 for IBM’s

vision of such a beast) could prove to be the ‘‘killer app’’ for the emerging broadband multimedia

market. Laughable? No. The building blocks for such systems have already been demonstrated using

third-generation SiGe technology [4], and fully integrated transceivers are under development.

The rest of the potential market opportunities within the Si heterostructures field can be leveraged by

successes in the SiGe IC field, both directly and indirectly. On the strained Si CMOS front, there are

existent proofs now that strained Si is likely to become a mainstream component of conventional CMOS

scaling at the 90-nm node and beyond (witness the early success of Intel’s 90-nm logic technology built

around uniaxially strained Si CMOS; other companies are close behind). Strained Si would seem to

represent yet another clever technology twist that CMOS device technologists are pulling from their bag

of tricks to keep the industry on a Moore’s law growth path. This was not an obvious development (to

me anyway) even a couple of years back. A wide variety of ‘‘transport enhanced’’ Si-heterostructure-based

FETs have been demonstrated (SiGe-channel FETs, Si-based high electron mobility transistors (HEMTs),

as well as both uniaxially and biaxially strained FETs, etc). Most of these devices, however, require

complex substrate engineering that would have seemed to preclude giga-scale integration level needs for

microprocessor-level integration. Apparently not so. The notion of using Si heterostructures (either
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uniaxial or biaxial strain or both) to boost conventional CMOS performance appears to be an appealing

path for the future, a natural merging point I suspect for SiGe strained layers found in SiGe HBT

BiCMOS (which to date contains only conventional Si CMOS) and strained Si CMOS.

From the optoelectronics camp, things are clearly far less evolved, but no less interesting. A number of

functional optoelectronic devices have been demonstrated in research laboratories. Near-term successes

in the short wavelength detector arena and light emitting diodes (LEDs) are beginning to be realized.

The achievement of successful coherent light emission in the Si heterostructure system (e.g., via

quantum cascade techniques perhaps) would appear to be the ‘‘killer app’’ in this arena, and research

in this area is in progress. More work is needed.

1.5 Performance Limits and Future Directions

We begin with device performance limits. Just how fast will SiGe HBTs be 5 years from now? Transistor-

level performance in SiGe HBTs continues to rise at a truly dizzying pace, and each major conference

seems to bear witness to a new performance record (Figure 1.6). Both first- and second-generation SiGe

HBT BiCMOS technology is widely available in 2005 (who would have thought even 3 years ago that

fully integrated 100þ GHz Si-based devices would be ‘‘routine’’ on 200 mm wafers?), and even at the

200 GHz (third-generation) performance level, six companies (at last count) have achieved initial

technology demonstrations, including IBM (Chapter 7), Jazz (Chapter 8), IHP (Chapter 11), ST

Microelectronics (Chapter 12), Hitachi (Chapter 9), and Infineon (Chapter 10). (See Fabrication of

SiGe HBT BiCMOS Technology for these chapters.) Several are now either available in manufacturing, or

are very close (e.g., [5]). At press time, the most impressive new stake-in-the-ground is the report (June

2004) of the newly optimized ‘‘SiGe 9T’’ technology, which simultaneously achieves 302 GHz peak fT and

306 GHz peak fmax, a clear record for any Si-based transistor, from IBM (Figure 1.7) [6]. This level of

ac performance was achieved at a BVCEO of 1.6 V, a BVCBO of 5.5 V, and a current gain of 660.

Noise measurements on these devices yielded NFmin/Gassoc of 0.45 dB/14 dB and 1.4 dB/8 dB at 10 and

25 GHz, respectively. Measurements of earlier (unoptimized) fourth-generation IBM SiGe HBTs have

yielded record values of 375 GHz peak fT [7] at 300 K and above 500 GHz peak fT at 85 K. Simulations

suggest that THz-level (1000 GHz) intrinsic transistor performance is not a laughable proposition in

SiGe HBTs (Chapter 16). This fact still amazes even me, the eternal optimist of SiGe performance! I,
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for one, firmly believe that we will see SiGe HBTs above-500 GHz peak fT and fmax fully integrated with

nanometer-scale (90 nm and below) Si CMOS (possibly strained Si CMOS) within the next 3 to 5 years.

One might logically ask, particularly within the confines of the above discussion on ultimate market

relevance, why one would even attempt to build 500 GHz SiGe HBTs, other than to win a best-paper

award, or to trumpet that ‘‘because-it’s-there’’ Mount Everest mentality we engineers and scientists love

so dearly. This said, if the future ‘‘killer app’’ turns out to be single-chip mm-wave transceiver systems

with on-board DSP for broadband multimedia, radar, etc., then the ability of highly scaled, highly

integrated, very high performance SiGe HBTs to dramatically enlarge the circuit/system design space of

the requisite mm-wave building blocks may well prove to be a fruitful (and marketable) path.

Other interesting themes are emerging in the SiGe HBT BiCMOS technology space. One is the very

recent emergence of complementary SiGe (C-SiGe) HBT processes (npn þ pnp SiGe HBTs). While very

early pnp SiGe HBT prototypes were demonstrated in the early 1990s, only in the last 2 years or so have

fully complementary SiGe processes been developed, the most mature of which to date is the IHP

SGC25C process, which has 200 GHz npn SiGe HBTs and 80 GHz pnp SiGe HBTs (Chapter 11, see

Fabrication of SiGe HBT BiCMOS Technology). Having very high-speed pnp SiGe HBTs on-board

presents a fascinating array of design opportunities aimed particularly at the analog/mixed-signal circuit

space. In fact, an additional emerging trend in the SiGe field, particularly for companies with historical

pure analog circuit roots, is to target lower peak fT , but higher breakdown voltages, while simultaneously

optimizing the device for core analog applications (e.g., op amps, line drivers, data converters, etc.),

designs which might, for instance, target better noise performance, and higher current gain-Early voltage

product than mainstream SiGe technologies. One might even choose to park that SiGe HBT platform on

top of thick film SOI for better isolation properties (Chapter 13, see Fabrication of SiGe HBT BiCMOS

Technology). Another interesting option is the migration of high-speed vertical SiGe HBTs with very thin

film CMOS-compatible SOI (Chapter 5, see Fabrication of SiGe HBT BiCMOS Technology). This

technology path would clearly favor the eventual integration of SiGe HBTs with strained Si CMOS, all

on SOI, a seemingly natural migratory path.

If one accepts the tenet that integration is a good thing from a system-level perspective, the Holy Grail

in the Si heterostructure field would, in the end, appear to be the integration of SiGe HBTs for RF

through mm-wave circuitry (e.g., single-chip mm-wave transceivers complete with on-chip antennae),

strained Si CMOS for all DSP and memory functionality, both perhaps on SOI, Si-based light emitters,

SiGe HBT modulator electronics, and detectors for such light sources, together with on-chip waveguides

to steer the light, realized all on one Si wafer to produce a ‘‘Si-based optoelectronic superchip’’

[8], that could do-it-all. These diverse blocks would be optional plug-in modules around a core SiGe
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FIGURE 1.7 Measured maximum oscillation frequency versus cutoff frequency for a variety of generations of SiGe

HBT BiCMOS technology shown in Figure 1.1.
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HBT þ strained Si CMOS IC technology platform, perhaps with flip-chip (or other) packaging

techniques to join different sub-die to the main superchip (e.g., for a Si-based detector or laser).

I know, I know. It is not obvious that even if each of these blocks could be realized, that it would make

economic sense to do so for real systems. I have no quarrel with that. I think such a Si-based superchip is

a useful paradigm, however, to bind together all of the clever objects we wish to ultimately build with Si

heterostructures, from electronic to photonic, and maintain the vision of the one overarching constraint

that guides us as we look forward—keep whatever you do compatible with high-volume manufacturing

in Si fabrication facilities if you want to shape the path of the ensuing communications revolution. This

Si-based superchip clearly remains a dream at present. A realizable dream? And if realizable, commer-

cially viable? Who knows? Only time will tell. But it is fun to think about.

As you peruse this book you hold in your hands, which spans the whole Si heterostructure research

and development space, from materials, to devices, to circuit and system applications, I think you will be

amazed at both the vision, cleverness, and smashing successes of the many scientists and engineers who

make up our field. Do not count us out! We are the new architects of an oh-so-very-interesting future.
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In the historical record of any field of human endeavor, being ‘‘first’’ is everything. It is often said that

‘‘hindsight is 20–20,’’ and it is tempting in many cases to ascribe this or that pivotal event as ‘‘obvious’’ or

‘‘easy’’ once the answer is known. Anyone intimately involved in a creative enterprise knows, however,

that it is never easy being first, and often requires more than a little luck and maneuvering. Thus the

triumphs of human creativity, the ‘‘firsts,’’ should be appropriately celebrated. Still, later chroniclers

often gloss over, and then eventually ignore, important (and sometimes very interesting) twists and

turns, starts and stops, of the winners as well as the second and third place finishers, who in the end may

in fact have influenced the paths of the winners, sometimes dramatically. The history of our field, for

instance, is replete with interesting competitive battles, unusual personalities and egos, no small amount

of luck, and various other fascinating historical nuances.

There is no concise history of our field available, and while the present chapter is not intended to be

either exhaustive or definitive, it represents my firm conviction that the history of any field is both

instructive and important for those who follow in the footsteps of the pioneers. Hopefully this brief

history does not contain too many oversights or errors, and is offered as a step in the right direction for a

history of pivotal events that helped shape the Si heterostructures field.

2.1 Si–SiGe Strained Layer Epitaxy

The field of Si-based heterostructures solidly rests on the shoulders of materials scientists and crystal

growers, those purveyors of the semiconductor ‘‘black arts’’ associated with the deposition of pristine

films of nanoscale dimensionality onto enormous Si wafers with near infinite precision. What may seem

routine today was not always so. The Si heterostructure story necessarily begins with materials, and

circuit designers would do well to remember that much of what they take for granted in transistor

performance owes a great debt to the smelters of the crystalline world. Table 2.1 summarizes the key

steps in the development of SiGe–Si strained layer epitaxy.

Given that Ge was the earliest and predominant semiconductor pursued by the Bell Laboratories

transistor team, with a focus on the more difficult to purify Si to come slightly later, it is perhaps not

surprising that the first study of SiGe alloys, albeit unstrained bulk alloys, occurred as early as 1958 [1]. It

was recognized around 1960 [2] that semiconductor epitaxy* would enable more robust and control-

lable transistor fabrication. Once the move to Si-based processing occurred, the field of Si epitaxy was

*The word ‘‘epitaxy’’ (or just ‘‘epi’’) is derived from the Greek word epi, meaning ‘‘upon’’ or ‘‘over.’’
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launched, the first serious investigation of which was reported in 1963 [3]. Early Si epitaxy was

exclusively conducted under high-temperature processing conditions, in the range of 11008C, a tem-

perature required to obtain a chemically pure and pristine growth interface on the Si host substrate for

the soon-to-be-grown crystalline Si epi. High-temperature Si epi has been routinely used in basically this

same form for over 40 years now, and represents a mature fabrication technique that is still widely

practiced for many types of Si devices (e.g., high-speed bipolar transistors and various power devices).

Device engineers have long recognized the benefits of marrying the many virtues of Si as a host

material for manufacturing electronic devices, with the bandgap engineering principles routinely

practiced in the III–V system. Ultimately this requires a means by which one can perform epitaxial

deposition of thin Si layers on large Si substrates, for both p- and n-type doping of arbitrary abruptness,

with very high precision, across large wafers, and doping control at high dynamic range. Only a

moment’s reflection is required to appreciate that this means the deposition of the Si epi must occur

at very low growth temperatures, say 5008C to 6008C (not ‘‘low’’ per se, but low compared to the

requisite temperatures needed for solid-state diffusion of dopants in Si). Such a low-temperature Si epi

would then facilitate the effective marriage of Si and Ge, two chemically compatible elements with

differing bandgaps, and enable the doping of such layers with high precision, just what is needed for

device realizations. Clearly the key to Si-based bandgap engineering, Si-heterostructures, our field, is the

realization of device quality, low-temperature Si epi (and hence SiGe epi), grown pseudomorphically*

on large Si host substrates. Conquering this task proved to be remarkably elusive and time consuming.

In the III–V semiconductor world, where very low processing temperatures are much easier to attain,

and hence more common than for Si, the deposition of multiple semiconductors on top of one another

proved quite feasible (e.g., GaAs on InP), as needed to practice bandgap engineering, for instance,

TABLE 2.1 Milestones in the Development of SiGe–Si Strained Layer Epitaxy

Historical Event Year Ref.

First investigation of the bandgap of unstrained SiGe alloys 1958 [1]

First epitaxially grown layer to be used in a transistor 1960 [2]

First investigation of high-temperature Si epitaxy 1963 [3]

Concept of critical thickness for epitaxial strained layers 1963 [4]

Energy minimization approach for critical thickness 1963 [5]

Force-balance approach for critical thickness 1974 [6]

First growth of SiGe strained layers 1975 [7]

First growth of SiGe epitaxy by MBE 1984 [8]

First stability calculations of SiGe strained layers 1985 [9]

First measurements of energy bandgap in SiGe strained layers 1985 [10,11]

First growth of Si epitaxy by LRP-CVD 1985 [12]

First 2D electron gas in the SiGe system 1985 [13]

First growth of Si epitaxy by UHV/CVD 1986 [14]

First measurements of band alignments in SiGe–Si 1986 [15]

First growth of SiGe epitaxy by UHV/CVD 1988 [16]

First step-graded relaxed SiGe substrate 1988 [16]

First growth of SiGe epitaxy by LRP-CVD 1989 [17]

First growth of Si epitaxy by AP-CVD 1989 [18]

First 2D hole gas in the SiGe system 1989 [19]

First growth of SiGe epitaxy by AP-CVD 1991 [20]

First majority hole mobility measurements in SiGe 1991 [21]

First minority electron mobility measurements in SiGe 1992 [22]

First growth of lattice-matched SiGeC alloys 1992 [23]

First growth of SiGe layers with carbon doping 1994 [24]

First stability calculations to include a Si cap layer 2000 [25]

*The word ‘‘pseudo’’ is derived from the Greek word pseudēs, meaning ‘‘false,’’ and the word ‘‘morphic’’ is derived

from the Greek word morphē, meaning ‘‘form.’’ Hence, pseudomorphic literally means false-form.
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resulting in complex material composites having differing lattice constants in intimate physical contact.

To accommodate the differing lattice constants while maintaining the crystallinity of the underlying

films, strain is necessarily induced in the composite film, and the notion of a film ‘‘critical thickness,’’

beyond which strain relaxation occurs via fundamental thermodynamic driving forces, was defined as

early as 1963 [4], as were the energy minimization techniques needed for calculating such critical

thicknesses [5]. Alternative ‘‘force-balance’’ techniques for addressing the so-called stability issues in

strained layer epitaxy came from the III–V world in 1974, and were applied to SiGe strained layer epitaxy

in 1985 [9]. Interestingly, however, research continues today on stability in complicated (e.g., compos-

itionally graded) SiGe films, and only very recently have reasonably complete theories been offered

which seem to match well with experiment [25].

The first reported growth of SiGe strained layers was in 1975 in Germany [7], but the field did

not begin to seriously heat up until the early 1980s, when several teams pioneered the application

of molecular beam epitaxy (MBE) to facilitate materials studies of device-quality strained SiGe on Si

in 1984 [8]. Optical studies on these films resulted in encouraging findings concerning the beneficial

effects of strain on the band-edge properties of SiGe [10,11], paving the way for serious contemplation

of devices built from such materials. Parallel paths toward other low-temperature Si epi growth

techniques centered on the ubiquitous chemical vapor deposition (CVD) approach were simultaneously

pursued, culminating in the so-called limited-reaction-processing CVD (LRP-CVD) technique (Si epi in

1985 [12], and SiGe epi in 1989 [17]), the ultrahigh-vacuum CVD (UHV/CVD) technique (Si epi

in 1986 [14] and SiGe epi in 1988 [16]), and various atmospheric pressure CVD (AP-CVD) techniques

(e.g., Si epi in 1989 [18], and SiGe epi in 1991 [20]). These latter two techniques, in particular, survive to

this day, and are widely used in the SiGe heterojunction bipolar transistor (HBT) industry.

Device-quality SiGe–Si films enabled a host of important discoveries to occur, which have important

bearing on device derivatives, including the demonstration of both two-dimensional electron and hole

gases [13,19], and the fortuitous observation that step-graded SiGe buffer layers could be used to

produce device-quality strained Si on SiGe, with its consequent conduction band offsets [16]. This

latter discovery proved important in the development of SiGe–Si heterostructure-based FETs. Both

majority and minority carrier mobility measurements occurred in the early 1990s [21,22], although

reliable data, particularly involving minority carriers, remain sparse in the literature. Also in the early

1990s, experiments using high C content as a means to relieve strain in SiGe and potentially broaden the

bandgap engineering space by lattice-matching SiGe:C materials to Si substrates (a path that has to date

not borne much fruit, unfortunately), while others began studying efficacy of C-doping of SiGe, a result

that ultimately culminated in the wide use today of C-doping for dopant diffusion suppression in SiGe:C

HBTs [23,24].

The Si–SiGe materials field continues to evolve. Commercial single wafer (AP-CVD) and batch wafer

(UHV/CVD) Si–SiGe epi growth tools compatible with 200 mm (and soon 300 mm) Si wafers exist in

literally dozens of industrial fabrication facilities around the world, and SiGe growth can almost be

considered routine today in the ease in which it can be integrated into CMOS-compatible fabrication

processes. It was clearly of paramount importance in the ultimate success of our field that some of

the ‘‘black magic’’ associated with robust SiGe film growth be removed, and this, thankfully, is the

case in 2005.

2.2 SiGe HBTs

Transistor action was first demonstrated by Bardeen and Brattain in late December of 1947 using a point

contact device [26]. Given all that has transpired since, culminating in the Communications Revolution,

which defines our modern world (refer to the discussion in Chapter 1), this pivotal event surely ranks as

one of the most significant in the course of human history—bold words, but nevertheless true. This

demonstration of a solid-state device exhibiting the key property of amplification (power gain) is also

unique in the historical record for the precision with which we can locate it in time—December 23,
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1947, at about 5 p.m. Not to be outdone, Shockley rapidly developed a theoretical basis for explaining

how this clever object worked, and went on to demonstrate the first true bipolar junction transistor

(BJT) in 1951 [27]. The first BJT was made, ironically in the present context, from Ge. The first silicon

BJT was made by Teal in 1954 using grown junction techniques. The first diffused silicon BJT was

demonstrated in 1956 [28], and the first epitaxially grown silicon BJT was reported in 1960, see Ref. [2].

The concept of the HBT is surprisingly an old one, dating in fact to the fundamental BJT patents filed

by Shockley in 1948 [29]. Given that the first bipolar transistor was built from Ge, and III–V

semiconductors were not yet on the scene, it seems clear that Shockley envisioned the combination of

Si (wide bandgap emitter) and Ge (narrow bandgap base) to form a SiGe HBT. The basic formulation

and operational theory of the HBT, for both the traditional wide bandgap emitter plus narrow bandgap

base approach found in most III–V HBTs, as well as the drift-base (graded) approach used in SiGe HBTs

today, was pioneered by Kroemer, and was largely in place by 1957 [30–32]. It is ironic that Kroemer in

fact worked hard early on to realize a SiGe HBT, without success, ultimately pushing him toward the

III–V material systems for his heterostructure studies, a path that proved in the end to be quite fruitful

for him, since he shared the Nobel Prize in physics in 2000 for his work in (III–V) bandgap engineering

for electronic and photonic applications [33]. While III–V HBT (e.g., AlGaAs–GaAs) demonstrations

began appearing in the 1970s, driven largely by the needs for active microwave components in the

defense industry, reducing the SiGe HBT to practical reality took 30 years after the basic theory was in

place due to material growth limitations. As pointed out [34] the semiconductor device field is quite

unique in the scope of human history because ‘‘science’’ (theoretical understanding) preceded the ‘‘art’’

(engineering and subsequent technological advancement). Once device-quality SiGe films were finally

achieved in the mid-1980s, however, progress was quite rapid. Table 2.2 summarizes the key steps in the

evolution of SiGe HBTs.

The first functional SiGe HBT was demonstrated by an IBM team in December 1987 at the IEDM

[35]. The pioneering result showed a SiGe HBT with functional, albeit leaky, dc characteristics; but it was

a SiGe HBT, it worked (barely), and it was the first.* It is an often overlooked historical point, however,

that at least four independent groups were simultaneously racing to demonstrate the first functional

SiGe HBT, all using the MBE growth technique: the IBM team [35], a Japanese team [62], a Bell

Laboratories team [63], and a Linköping University team [64]. The IBM team is fairly credited with the

victory, since it presented (and published) its results in early December of 1987 at the IEDM (it would

have been submitted to the conference for review in the summer 1987) [35]. Even for the published

journal articles, the IBM team was the first to submit its paper for review (on November 17, 1987) [65].

All four papers appeared in print in the spring of 1988. Other groups soon followed with more SiGe

HBT demonstrations.

The first SiGe HBT demonstrated using (the ultimately more manufacturable) CVD growth technique

followed shortly thereafter, in 1989, first using LRP-CVD [17], and then with UHV/CVD [36].

Worldwide attention became squarely focused on SiGe technology, however, in June 1990 at the IEEE

VLSI Technology Symposium with the demonstration of a non-self-aligned UHV/CVD SiGe HBT with a

peak cutoff frequency of 75 GHz [37,38]. At that time, this SiGe HBT result was roughly twice the

performance of state-of-the-art Si BJTs, and clearly demonstrated the future performance potential of

the technology (doubling of transistor performance is a rare enough event that it does not escape

significant attention!). Eyebrows were raised, and work to develop SiGe HBTs for practical circuit

applications began in earnest in a large number of industrial and university laboratories around the

world.y

The feasibility of implementing pnp SiGe HBTs was also demonstrated in June 1990 [40]. In

December 1990, the simplest digital circuit, an emitter-coupled-logic (ECL) ring oscillator, using

*An interesting historical perspective of early SiGe HBT development at IBM is contained in Ref. [61].
yA variety of zero-Dt, mesa-isolated, III–V-like high-speed SiGe HBTs were reported in the early 1990s (e.g., Ref.

[66]), but we focus here on fully integrated, CMOS-compatible SiGe HBT technologies, because they are inherently

more manufacturable, and hence they are the only ones left standing today, for obvious reasons.
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self-aligned, fully integrated SiGe HBTs was produced [39]. The first SiGe BiCMOS technology (SiGe

HBTþ Si CMOS) was reported in December 1992 [42]. Theoretical predictions of the inherent ability of

SiGe HBTs to operate successfully at cryogenic temperatures (in contrast to Si BJTs) were first confirmed

in 1990 [41], and SiGe HBT profiles optimized for the liquid nitrogen temperature environment (77 K)

were reported in 1994 [48]. The first LSI SiGe HBT circuit (a 1.2 Gsample/sec 12-bit digital-to-analog

converter—DAC) was demonstrated in December 1993 [43]. The first SiGe HBTs with frequency

response greater than 100 GHz were described in December 1993 by two independent teams [44,45],

and the first SiGe HBT technology entered commercial production on 200-mm wafers in December

1994 [46].

The first report of the effects of ionizing radiation on advanced SiGe HBTs was made in 1995 [48].

Due to the natural tolerance of epitaxial-base bipolar structures to conventional radiation-induced

damage mechanisms without any additional radiation-hardening process changes, SiGe HBTs are

potentially very important for space-based and planetary communication systems applications, spawn-

ing an important new sub-discipline for SiGe technology. The first demonstration that epitaxial SiGe

strained layers do not degrade the superior low-frequency noise performance of bipolar transistors

occurred in 1995, opening the way for very low-phase noise frequency sources [49].

Carbon-doping of epitaxial SiGe layers as a means to effectively suppress boron out-diffusion during

fabrication has rapidly become the preferred approach for commercial SiGe technologies, particularly

those above first-generation performance levels. Carbon-doping of SiGe HBTs has its own interesting

TABLE 2.2 Milestones in the Development of SiGe HBTs

Historical Event Year Ref.

First demonstration of transistor action 1947 [26]

Basic HBT concept 1948 [29]

First demonstration of a bipolar junction transistor 1951 [27]

First demonstration of a silicon bipolar transistor 1956 [28]

Drift-base HBT concept 1954 [30]

Fundamental HBT theory 1957 [31,32]

First epitaxial silicon transistors 1960 [2]

First SiGe HBT 1987 [35]

First ideal SiGe HBT grown by CVD 1989 [17]

First SiGe HBT grown by UHV/CVD 1989 [36]

First high-performance SiGe HBT 1990 [37,38]

First self-aligned SiGe HBT 1990 [39]

First SiGe HBT ECL ring oscillator 1990 [39]

First pnp SiGe HBT 1990 [40]

First operation of SiGe HBTs at cryogenic temperatures 1990 [41]

First SiGe HBT BiCMOS technology 1992 [42]

First LSI SiGe HBT integrated circuit 1993 [43]

First SiGe HBT with peak fT above 100 GHz 1993 [44,45]

First SiGe HBT technology in 200-mm manufacturing 1994 [46]

First SiGe HBT technology optimized for 77 K 1994 [47]

First radiation tolerance investigation of SiGe HBTs 1995 [48]

First report of low-frequency noise in SiGe HBTs 1995 [49]

First SiGe:C HBT 1996 [50]

First high-power SiGe HBTs 1996 [51,52]

First sub-10 psec SiGe HBT ECL circuits 1997 [53]

First high-performance SiGe:C HBT technology 1999 [54]

First SiGe HBT with peak fT above 200 GHz 2001 [55]

First SiGe HBT with peak fT above 300 GHz 2002 [56]

First complementary (npn þ pnp) SiGe HBT technology 2003 [57]

First C-SiGe technology with npn and pnp fT above 100 GHz 2003 [58]

First vertical SiGe HBT on thin film (CMOS compatible) SOI 2003 [59]

First SiGe HBT with both fT and fmax above 300 GHz 2004 [60]
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history, dating back to the serendipitous discovery [50] in 1996 that incorporating small amounts of C

into a SiGe epi layer strongly retards (by an order of magnitude) the diffusion of the boron (B) base layer

during subsequent thermal cycles. Given that maintaining a thin base profile during fabrication is

perhaps the most challenging aspect of building a manufacturable SiGe technology, it is somewhat

surprising that it took so long for the general adoption of C-doping as a key technology element. I think

it is fair to say that most SiGe practitioners at that time viewed C-doping with more than a small

amount of skepticism, given that C can act as a deep trap in Si, and C contamination is generally avoided

at all costs in Si epi processes, particularly for minority carrier devices such as the HBT. At the time of

the discovery of C-doping of SiGe in 1996, most companies were focused on simply bringing up a SiGe

process and qualifying it, relegating the potential use of C to the back burner. In fairness, most felt that

C-doping was not necessary to achieve first-generation SiGe HBT performance levels. The lone visionary

group to solidly embrace C-doping of SiGe HBTs at the onset was the IHP team in Germany, whose

pioneering work eventually paid off and began to convince the skeptics of the merits of C-doping.

The minimum required C concentration for effective out-diffusion suppression of B was empirically

established to be in the vicinity of 0.1% to 0.2% C (i.e., around 1 � 1020 cm�3). Early on, much debate

ensued on the physical mechanism of how C impedes the B diffusion process, but general agreement for

the most part now exists and is discussed in Chapter 11 (see SiGe and Si Strained-Layer Epitaxy for

Silicon Heterostructure Devices). The first high-performance, fully integrated SiGe:C HBT technology

was reported in 1999 [54].

The first ‘‘high-power’’ SiGe HBTs (S band, with multiwatt output power) were reported in 1996

using thick collector doping profiles [51,52]. The 10-psec ECL circuit performance barrier was broken

in 1997 [53]. The 200-GHz peak fT performance barrier was broken in November 2001 for a non-

self-aligned device [55], and for a self-aligned device in February 2002 [67]. By 2004, a total of six

industrial laboratories had achieved 200 GHz performance levels. A SiGe HBT technology with a peak fT
of 350 GHz (375 GHz values were reported in the IEDM presentation) was presented in December 2002

[56], and this 375 GHz fT value remains a record for room temperature operation (it is above 500 GHz at

cryogenic temperatures), and an optimized version with both fT and fmax above 300 GHz was achieved

in June 2004 [60]. This combined level of 300þGHz for both fT and fmax remains a solid record for any

Si-based semiconductor device.

Other recent and interesting developments in the SiGe HBT field include the first report of

a complementary (npn þ pnp) SiGe HBT (C-SiGe) technology in 2003 [57], rapidly followed by a

C–SiGe technology with fT for both the npn and pnp SiGe HBTs above 100 GHz [58]. In addition, a novel

vertical npn SiGe HBT has been implemented in thin-film (120 nm) CMOS-compatible SOI [59]. Besides

further transistor performance enhancements, other logical developments to anticipate in this field

include the integration of SiGe HBTs with strained-Si CMOS for a true all-Si-heterostructure technology.

Not surprisingly, research and development activity involving SiGe HBTs, circuits built from these

devices, and various SiGe HBT technologies, in both industry and at universities worldwide, has grown

very rapidly since the first demonstration of a functional SiGe HBT in 1987, only 18 years in the past.

2.3 SiGe–Strained Si FETs and Other SiGe Devices

The basic idea of using an electric field to modify the surface properties of materials, and hence construct

a ‘‘field-effect’’ device, is remarkably old (1926 and 1935), predating even the quest for a solid-state

amplifier [68]. Given the sweeping dominance of CMOS technology in the grand scheme of the

electronics industry today, it is ironic that the practical demonstration of the BJT preceded that of the

MOSFET by 9 years. This time lag from idea to realization was largely a matter of dealing with the many

perils associated with obtaining decent dielectric materials in the Si system—doubly ironic given that

Si has such a huge natural advantage over all other semiconductors in this regard. Bread-and-butter

notions of ionic contamination, de-ionized water, fixed oxide charge, surface state passivation, and

clean-room techniques in semiconductor fabrication had to be learned the hard way. Once device-

quality SiO2 was obtained in the late 1950s, and a robust gate dielectric could thus be fabricated, it was
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not long until the first functional MOSFET was demonstrated in 1960 [69]. The seemingly trivial

(remember, however, that hindsight is 20–20!) connection of n-channel and p-channel MOSFETs to

form low-power CMOS in 1963 [70] paved the way (eventually) to the high-volume, low-cost, highly

integrated microprocessor, and the enormous variety of computational engines that exist today as a

result.

Like their cousin, the SiGe HBT, SiGe–strained Si FETs did not get off the ground until the means for

accomplishing the low-temperature growth of Si epitaxy could be realized. Once that occurred in the

mid-1980s the field literally exploded. Table 2.3 summarizes the milestones in the evolution of SiGe–

strained Si FETs, as well as a veritable menagerie of other electronic and optoelectronic components built

from SiGe–strained Si epitaxy.

It was discovered as early as 1971 that direct oxidation of SiGe was a bad idea for building gate

dielectrics [71]. Given that gate oxide quality, low-temperature deposited oxides, did not exist in the

mid-1980s, the earliest FET demonstrations were modulation-doped, Schottky-gated, FETs, and both

n-channel and p-channel SiGe MODFETs were pioneered as early as 1986 using MBE-grown material

[72,73]. Before the SiGe MOSFET field got into high gear in the 1990s, a variety of other novel device

demonstrations occurred, including: the first SiGe superlattice photodetector [74], the first SiGe

Schottky barrier diodes (SBD) in 1988 [75], the first SiGe hole-transport resonant tunneling diode

(RTD) in 1988 [76], and the first SiGe bipolar inversion channel FET (BiCFET) in 1989, a now-extinct

dinosaur [77]. Meanwhile, early studies using SiGe in conventional CMOS gate stacks to minimize

dopant depletion effects and tailor work functions, a fairly common practice in CMOS today, occurred

in 1990 [78], and the first SiGe waveguides on Si substrates were produced in 1990 [79].

The first functional SiGe channel pMOSFET was published in 1991, and shortly thereafter, a

wide variety of other approaches aimed at obtaining the best SiGe pMOSFETs (see, for instance, Refs.

[93–95]). The first electron-transport RTD was demonstrated in 1991 [81], and the first LED in SiGe

TABLE 2.3 Milestones in the Development of SiGe–Strained Si FETs and Other Devices

Historical Event Year Ref.

Field effect device concept 1926 [68]

First Si MOSFET 1960 [69]

First Si CMOS 1963 [70]

First oxidation study of SiGe 1971 [71]

First SiGe nMODFET 1986 [72]

First SiGe pMODFET 1986 [73]

First SiGe photodetector 1986 [74]

First SiGe SBD 1988 [75]

First SiGe hole RTD 1988 [76]

First SiGe BiCFET 1989 [77]

First SiGe gate CMOS technology 1990 [78]

First SiGe waveguide 1990 [79]

First SiGe pMOSFET 1991 [80]

First SiGe electron RTD 1991 [81]

First SiGe LED 1991 [82]

First SiGe solar cell 1992 [83]

First a-SiGe phototransistor 1993 [84]

First SiGe pMOSFET on SOI 1993 [85]

First strained Si pMOSFET 1993 [86]

First strained Si nMOSFET 1994 [87]

First SiGe:C pMOSFET 1996 [88]

First SiGe pFET on SOS 1997 [89]

First submicron strained Si MOSFET 1998 [90]

First vertical SiGe pFET 1998 [91]

First strained Si CMOS technology 2002 [92]
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also in 1991 (a busy year for our field). In 1992, the first a-SiGe solar cell was discussed [83], and in 1993,

the first high-gain a-SiGe phototransistor [84]. The first SiGe pMOSFETs using alternate substrate

materials were demonstrated, first in SOI in 1993 [85], and then on sapphire in 1997 [88], the first

SiGe:C channel pMOSFET was demonstrated in 1996 [89], and the first vertical SiGe FET was published

in 1998 [92].

Because of the desire to use Si-based bandgap engineering to improve not only the p-channel

MOSFET, but also the n-channel MOSFET, research in the early- to mid-1990s in the FET field began

to focus on strained Si MOSFETs on relaxed SiGe layers, with its consequent improvement in both

electron and hole transport properties. This work culminated in the first strained Si pMOSFET in 1993

[87], and the first stained Si nMOSFET in 1994 [88], and remains an intensely active research field today.

Key to the eventual success of strained Si CMOS approaches was that significant mobility enhancement

could be achieved in both nFETs and pFETs down to very short (sub-micron) gate lengths, and this was

first demonstrated in 1998 [90]. Strained Si CMOS at the 90-nm node and below is rapidly becoming

mainstream for most serious CMOS companies, and the first commercial 90 nm strained Si CMOS

technology platform was demonstrated by Intel in 2002 [91]. At last count, there were upwards of a half-

dozen companies (e.g., Texas Instruments and IBM) also rapidly pushing toward 90 nm (and

below) strained Si CMOS technologies, utilizing a variety of straining techniques, and thus it would

appear that strained Si CMOS will be a mainstream IC technology in the near future, joining SiGe HBT

BiCMOS technology. This is clearly outstanding news for our field. The merger of SiGe HBTs with

strained Si CMOS would be a near-term logical extension.
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3
Overview: SiGe HBTs

John D. Cressler
Georgia Institute of Technology

SiGe HBTs are far and away the most mature Si heterostructure devices and not surprisingly the most

completely researched and discussed in the technical literature. That is not to say that we completely

understand the SiGe HBT, and new effects and nuances of operation are still being uncovered year-by-

year as transistor scaling advances and application targets march steadily upward in frequency and

sophistication. There is still much to learn. Nevertheless, a large body of literature on SiGe HBT

operation does exist, across an amazingly diverse set of topics, ranging from basic transistor physics,

to noise, to radiation effects, to simulation. This section’s comprehensive treatment of SiGe HBTs begins

with Chapter 4, ‘‘Device Physics,’’ by J.D. Cressler of Georgia Tech., and addresses perturbations to that

first-order theory in Chapter 5, ‘‘Second-Order Effects,’’ by J.D. Cressler of Georgia Tech. Chapters 6 to 9

address mixed-signal noise and linearity in SiGe HBTs, including: Chapter 6, ‘‘Low-Frequency Noise,’’ by

G. Niu of Auburn University; Chapter 7, ‘‘Broadband Noise,’’ by D. Greenberg of IBM Microelectronics;

Chapter 8, ‘‘Microscopic Noise Simulation,’’ by G. Niu of Auburn University; and Chapter 9, ‘‘Linearity,’’

by G. Niu of Auburn University.

The very recent development of complementary (npn þ pnp) SiGe technologies for high-speed

analog circuits makes the discussion in Chapter 10, ‘‘pnp SiGe HBTs,’’ by J.D. Cressler of Georgia Tech

particularly relevant. Chapter 11, ‘‘Temperature Effects,’’ by J.D. Cressler of Georgia Tech addresses the

impact of bandgap engineering on device behavior across temperature, as well as the inherent advan-

tages enjoyed by SiGe HBTs for cryogenic electronics. The important and very recently emerging

application associated with space-borne electronics operating in a hostile radiation-rich environment

are addressed in Chapter 12, ‘‘Radiation Effects,’’ by J.D. Cressler of Georgia Tech.

Reliability issues, of key importance to the deployment of SiGe HBT circuits and systems, are

covered in Chapter 13, ‘‘Reliability Issues,’’ by J.D. Cressler of Georgia Tech, and the related and

important topic of thermal phenomena are treated in Chapter 14, ‘‘Self-Heating and Thermal Effects,’’

by J.-S. Rieh of Korea University. Finally, subtleties associated with device-level (one-dimensional

through three-dimensional) simulation of SiGe HBTs is presented in Chapter 15, ‘‘Device-Level Simu-

lation,’’ by G. Niu of Auburn University, and this section concludes with a look at the ultimate limits of

SiGe HBTs in Chapter 16, ‘‘Performance Limits,’’ by G. Freeman of IBM Microelectronics. In addition

to this substantial collection of material, and the numerous references contained in each chapter,

a number of review articles and books detailing the operation and modeling of SiGe HBTs exist,

including Refs. [1–13].
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4.1 Introduction

The essential differences between the SiGe HBT and the Si BJT are best illustrated by considering a

schematic energy band diagram. For simplicity, we consider an ideal, graded-base SiGe HBT with

constant doping in the emitter, base, and collector regions. In such a device construction, the Ge

content is linearly graded from 0% near the metallurgical emitter–base (EB) junction to some maximum

value of Ge content near the metallurgical collector–base (CB) junction, and then rapidly ramped back

down to 0% Ge. The resultant overlaid energy band diagrams for both the SiGe HBT and the Si BJT,

biased identically in forward-active mode, are shown in Figure 4.1. Observe in Figure 4.1 that a Ge-

induced reduction in base bandgap occurs at the EB edge of the quasi-neutral base (DEg,Ge (x ¼ 0)), and

at the CB edge of the quasi-neutral base (DEg,Ge (x ¼ Wb)). This grading of the Ge across the neutral

base induces a built-in quasi-drift field ((DEg,Ge (x ¼ Wb) � DEg,Ge(x ¼ 0))/Wb) in the neutral base. In

this chapter, we examine the impact of Ge on the dc and ac properties of the transistor—the essential

devices physics of the SiGe HBT.

4.2 An Intuitive Picture

To intuitively understand how these band-edge changes affect the dc operation of the SiGe HBT, first

consider the operation of the Si BJT. When VBE is applied to forward bias the EB junction, electrons are

injected from the electron-rich emitter into the base across the EB potential barrier (refer to Figure 4.1).

The injected electrons diffuse across the base, and are swept into the electric field of the CB junction,

yielding a useful collector current. At the same time, the applied forward bias on the EB junction

produces a back-injection of holes from the base into the emitter. If the emitter region is doped heavily

with respect to the base, however, the density of back-injected holes will be small compared to the

forward-injected electron density, and hence a finite current gain b / n/p results.

As can be seen in Figure 4.1, the introduction of Ge into the base region has two tangible dc

consequences: (1) the potential barrier to injection of electrons from emitter into the base is decreased.

Intuitively, this will yield exponentially more electron injection for the same applied VBE, translating into
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higher collector current, and hence higher current gain, provided the base current remains unchanged.

Given that band-edge effects generally couple strongly to transistor properties, we naively expect a strong

dependence of JC on Ge content. Of practical consequence, the introduction of Ge effectively decouples

the base doping from the current gain, thereby providing device designers with much greater flexibility

than in Si BJT design. If, for instance, the intended circuit application does not require high current gain

(as a rule of thumb, b ¼ 100 is usually sufficient for most circuits), we can effectively trade the higher

gain induced by the Ge band offset for a higher base-doping level, leading to lower net base resistance,

and hence better dynamic switching and noise characteristics. (2) The presence of a finite Ge content in

the CB junction will positively influence the output conductance of the transistor, yielding higher Early

voltage. While it is more difficult to physically visualize why this is the case, in essence, the smaller base

bandgap near the CB junction effectively weights the base profile (through the integral of intrinsic

carrier density across the base), such that the backside depletion of the neutral base with increasing

applied VCB (Early effect) is suppressed compared to a comparably doped Si BJT. This translates into a

higher Early voltage compared to a Si BJT.

To intuitively understand how these band-edge changes affect the ac operation of the SiGe HBT, first

consider the dynamic operation of the Si BJT. Electrons injected from the emitter into the base region

must diffuse across the base (for constant doping), and are then swept into the electric field of the CB

junction, yielding a useful (time-dependent) collector current. The time it takes for the electrons to

traverse the base (base transit time) is significant, and typically is the limiting transit time that

determines the overall transistor ac performance (e.g., peak fT). At the same time, the applied forward

bias on the EB junction dynamically produces a back-injection of holes from the base into the emitter.

For fixed collector bias current, this dynamic storage of holes in the emitter (emitter charge storage delay

time) is reciprocally related to the ac current gain of the transistor (bac).

As can be seen in Figure 4.1, the introduction of Ge into the base region has an important ac

consequence, since the Ge-gradient-induced drift field across the neutral base is aligned in a direction

(from collector to emitter) such that it will accelerate the injected minority electrons across the base.

We are thus able to add a large drift field component to the electron transport, effectively speeding

up the diffusive transport of the minority carriers and thereby decreasing the base transit time. Even

though the band offsets in SiGe HBTs are typically small by III–V technology standards, the Ge grading

e–

h+

EC

EV

n+ Si

emitter

p-SiGe

base

n–Si

collector

Ge

p-Si

∆Eg,Ge (x = 0)

∆Eg,Ge (x = Wb)

FIGURE 4.1 Energy band diagram for a Si BJT and a graded-base SiGe HBT, both biased in forward active mode at

low injection.
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over the short distance of the neutral base can translate into large electric fields. For instance, a linearly

graded Ge profile with a modest peak Ge content of 10%, graded over a 50-nm neutral base width,

yields 75 mV/50 nm ¼ 15 kV/cm electric field, sufficient to accelerate the electrons to near saturation

velocity (ns ’ 1 � 107 cm/sec). Because the base transit time typically limits the frequency response of a

Si BJT, we would expect that the frequency response should be significantly improved by introducing

this Ge-induced drift field. In addition, we know that the Ge-induced band offset at the EB junction will

exponentially enhance the collector current density (and thus b) of a SiGe HBT compared to a

comparably constructed Si BJT. Since the emitter charge storage delay time is reciprocally related to

b, we would also expect the frequency response to a SiGe HBT to benefit from this added emitter charge

storage delay time advantage.

4.3 Current Gain

To understand the inner workings of the SiGe HBT, we must first formally relate the changes in the

collector current density and hence current gain to the physical variables of this problem. It is also

instructive to carefully compare the differences between a comparably constructed SiGe HBT and a Si

BJT. In the present analysis, the SiGe HBT and Si BJT are taken to be of identical geometry, and it is

assumed that the emitter, base, and collector-doping profiles of the two devices are identical, apart from

the Ge in the base of the SiGe HBT. For simplicity, a Ge profile that is linearly graded from the EB to

the CB junction is assumed (as depicted in Figure 4.2). The resultant expressions can be applied to a

wide variety of practical SiGe profile designs, ranging from constant (box) Ge profiles, to triangular

(linearly graded) Ge profiles, and including the intermediate case of the Ge trapezoid (a combination

of box and linearly graded profiles) [2]. Unless otherwise stated, this analysis assumes standard low-

injection conditions, negligible bulk and surface recombination, Boltzmann statistics, and holds for npn

SiGe HBTs.

The theoretical consequences of the Ge-induced bandgap changes to JC can be derived in closed form

for a constant base-doping profile (pb(x) ¼ N�ab(x) ¼ N�ab ¼ constant) by considering the generalized

Moll–Ross collector current density relation (refer to Appendices A.2 and A.3), which holds for low

injection in the presence of both nonuniform base doping and nonuniform base bandgap at fixed VBE

and temperature (T ) [3]

Space
charge

n+ n−p

Wb0 x

Ge

E B C

FIGURE 4.2 Schematic base doping and Ge profiles in a linearly graded SiGe HBT.
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JC ¼
q(eqVBE=kT � 1)ðWb

0

pb(x)dx

Dnb(x)n2
ib(x)

, (4:1)

where x ¼ 0 and x ¼ Wb are the neutral base boundary values on the EB and CB sides of the base,

respectively. In this case, the base doping is constant, but both nib and Dnb are position-dependent; the

former through the Ge-induced band offset, and the latter due to the influence of the (position-

dependent) Ge profile on the electron mobility (Dnb ¼ kT/qmnb ¼ f(Ge)). Note that JC depends

only on the Ge-induced changes in the base bandgap. In general, the intrinsic carrier density in the SiGe

HBT can be written as

n2
ib(x) ¼ (NCNV)SiGe(x)e�Egb(x)=kT , (4:2)

where (NCNV)SiGe accounts for the (position-dependent) Ge-induced changes associated with both the

conduction and valence band effective density-of-states. In Equation 4.2, the SiGe base bandgap can be

broken into its various contributions (as depicted in Figure 4.3).

In Figure 4.3, Egbo is the Si bandgap under low-doping (1.12 eV at 300 K), DE
app
gb is the heavy-doping-

induced apparent bandgap narrowing in the base region, DEg,Ge(0) is the Ge-induced band offset at x ¼
0, and DEg,Ge(Wb) is the Ge-induced band offset at x ¼ Wb. We can thus write Egb(x) as

Egb(x) ¼ Egbo � DE
app
gb þ [DEg;Ge(0)� DEg;Ge(Wb)]

x

Wb

� DEg;Ge(0): (4:3)

Substitution of Equation 4.3 into Equation 4.2 gives

n2
ib(x) ¼ gn2

ioe
DE

app

gb
=kT

e[DEg;Ge(Wb)�DEg;Ge(0)]x=(WbkT)eDEg;Ge(0)=kT , (4:4)

where we have made use of the fact that for Si, we can define a low-doping intrinsic carrier density

for Si as

n2
io ¼ NCNVe�Ego=kT , (4:5)

and we have defined an ‘‘effective density-of-states ratio’’ between SiGe and Si according to [4]

g ¼ (NCNV)SiGe

(NCNV)Si

< 1: (4:6)

0 xWb

n+ n−p

Egbo

∆Eg, Ge (0)
∆Eg,Ge (Wb)

Egb (x)
DE 

app
gp

FIGURE 4.3 Schematic base bandgap in a linearly graded SiGe HBT.
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Equation 4.4 can be inserted into the generalized Moll–Ross relation (4.1) to obtain

JC ¼
q ~DDnb

N�ab

(eqVBE=kT � 1)~ggn2
ioe

DE
app

gb
=kT

eDEg;Ge(0)=kT

ðWb

0

e�[DEg;Ge(Wb)�DEg;Ge(0)](x=WbkT)dx

, ð4:7)

where we have defined D̃nb and ~gg to be position-averaged quantities across the base profile, according to

~DDnb ¼

ðWb

0

dx

n2
ib(x)ðWb

0

dx

Dnb(x)n2
ib(x)

: (4:8)

Using standard integration techniques, and defining

DEg;Ge(grade) ¼ DEg;Ge(Wb)� DEg;Ge(0), (4:9)

we get

JC;SiGe ¼
q ~DDnb

N�ab

(eqVBE=kT � 1)~ggn2
ioe

DE
app

gb
=kT

eDEg;Ge(0)=kT

WbkT

DEg;Ge(grade)
1� e�DEg;Ge(grade)=kT
n o : (4:10)

Finally, by defining a minority electron diffusivity ratio between SiGe and Si as

~hh ¼ (~DDnb)SiGe

(Dnb)Si

, (4:11)

we obtain the final expression for JC,SiGe [2,5]

JC;SiGe ¼
qDnb

N�abWb

(eqVBE=kT � 1)n2
ioe

DE
app

gb
=kT ~gg~hhDEg;Ge(grade)=kTeDEg;Ge(0)=kT

1� e�DEg;Ge(grade)=kT

� �
: (4:12)

Within the confines of our assumptions stated above, this can be considered an exact result. As expected

from our intuitive discussion of the band diagram, observe that JC in a SiGe HBT depends exponentially

on the EB boundary value of the Ge-induced band offset, and is linearly proportional to the Ge-induced

bandgap grading factor. Given the nature of an exponential dependence, it is obvious that strong enhance-

ment in JC for fixed VBE can be obtained for small amounts of introduced Ge, and that the ability to engineer

the device characteristics to obtain a desired current gain is easily accomplished. Note as well that the

thermal energy (kT ) resides in the denominator of the Ge-induced band offsets. This is again expected from

a simple consideration of how band-edge effects generally couple to the device transport equations. The

inherent temperature dependence in SiGe HBTs will be revisited in detail in Chapter 11 [6].

If we consider a comparably constructed SiGe HBT and Si BJT with identical emitter contact

technology, and further assume that the Ge profile on the EB side of the neutral base does not extend

into the emitter enough to change the base current density, our experimental expectations are that for a

comparably constructed SiGe HBT and Si BJT, the JB should be comparable between the two devices,

while JC at fixed VBE should be enhanced for the SiGe HBT. Figure 4.4 confirms this expectation

experimentally. In this case, we note that the ratio of the current gain between an identically constructed

SiGe HBT and a Si BJT can be written as
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bSiGe

bSi

ffi JC;SiGe

JC;Si

, (4:13)

and thus we can define a SiGe current gain enhancement factor as

bSiGe

bSi

����
VBE

� J ¼ ~gg ~hhDEg;Ge(grade)=kTeDEg;Ge(0)=kT

1� e�DEg;Ge(grade)=kT

� �
: (4:14)

Typical experimental results for J are shown for a comparably constructed SiGe HBT and Si BJT in

Figure 4.5.

Based on the analysis above, we can make several observations regarding the effects of Ge on the

collector current and hence current gain of a SiGe HBT:

. The presence of any Ge, in whatever shape, in the base of a bipolar transistor will enhance JC at

fixed VBE (hence b) over a comparably constructed Si BJT.
. The JC enhancement depends exponentially on the EB boundary value of Ge-induced band offset,

and linearly on the Ge grading across the base. This observed dependence will play a role in

understanding the best approach to profile optimization.
. In light of that, for two Ge profiles of constant stability, a box Ge profile is better for current gain

enhancement than a triangular Ge profile, everything else being equal.
. The Ge-induced JC enhancement is thermally activated (exponentially dependent on reciprocal

temperature), and thus cooling will produce a strong magnification of the enhancement.

Relevant approximations and solutions for other types of Ge profiles are discussed at length in Ref. [1].

4.4 Output Conductance

The dynamic output conductance (@IC/@VCE at fixed VBE) of a transistor is a critical design parameter

for many analog circuits. Intuitively, from the transistor output characteristics, we would like the output

current to be independent of the output voltage, and thus ideally have zero output conductance (infinite

output resistance). In practice, of course, this is never the case. As we increase VCB, we deplete the

neutral base from the backside, thus moving the neutral base boundary value (x ¼ Wb) inward. Since
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FIGURE 4.4 Comparison of current–voltage characteristics of a comparably constructed SiGe HBT and Si BJT.

(From JD Cressler and G Niu. Silicon–Germanium Heterojunction Bipolar Transistors. Boston, MA: Artech House,

2003. With permission.)
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Wb determines the minority carrier density on the CB side of the neutral base, the slope of the minority

electron profile, and hence the collector current, necessarily rises [7]. Thus, for finite base doping, IC

must increase as VCB increases, giving a finite output conductance. This mechanism is known as the

‘‘Early effect,’’ and for experimental convenience, we define the Early voltage (VA) as

VA ¼ JC(0)
@JC

@VCB

����
VBE

( )�1

�VBE ’ JC(0)
@JC

@Wb

����
VBE

@Wb

@VCB

( )�1

, (4:15)

where JC(0) ¼ JC (VCB ¼ 0 V). The Early voltage is a simple and convenient measure of the change in

output conductance with changing VCB.

Simultaneously maintaining high current gain, high frequency response, and high VA is particularly

challenging in a Si BJT. For a Si BJT, we can use Equation 4.1 together with Equation 4.15 to obtain

VA;Si ¼

ðWb

0

pb(x)dx

pb(Wb)
@Wb

@VCB

� � ¼ Qb(0)

Ccb

, (4:16)

where Qb(0) is the total base charge at VCB ¼ 0 V, Ccb is the collector–base depletion capacitance, and we

have assumed that VBE is negligible compared to VCB. Note that Ccb is dependent on both the ionized

collector doping (Nþdc) and the ionized base doping (N�ab). To estimate the sensitivity of VA on Nþdc and N�ab,

we can consider a Si BJT with constant base and collector-doping profiles. In this case, we can write

VA;Si ¼ �Wb(0)
@Wb

@VCB

����
VBE

( )�1

, (4:17)

where Wb(0) is the neutral base width at VCB ¼ 0 V. The dependence of Wb on voltage and doping can

be obtained from [8]
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FIGURE 4.5 Measured and calculated current gain ratio as a function of reciprocal temperature for a comparably

constructed SiGe HBT and Si BJT. (From JD Cressler and G Niu. Silicon–Germanium Heterojunction Bipolar

Transistors. Boston, MA: Artech House, 2003. With permission.)
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Wb ’ Wm �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2«

q

� �
(fbi þ VCB)

Nþdc

N�ab(N�ab þNþdc)

� �s
, (4:18)

where Wm is the metallurgical base width, and fbi is the CB junction built-in voltage. Using Equation 4.17

and Equation 4.18 we can calculate VA as a function of doping. Cleary, if we fix N�ab, increasing Nþdc degrades

VA, physically because the amount of backside neutral base depletion per unit bias is enhanced for a higher

collector doping. If we instead fix Nþdc, increasing N�ab rapidly increases VA, which makes intuitive sense

given that the base is much more difficult to deplete as the base doping increases, everything else being

equal. In real Si BJT designs, a given device generally has a specified collector-to-emitter breakdown

voltage (BVCEO) determined by the circuit requirements. To first order, this BVCEO sets the collector-

doping level. While this may appear to favor achieving a high VA, we must recall that the current gain is

reciprocally related to the integrated base charge (refer to Equation 4.1).

Hence, increasing N�ab to improve VA results in a strong decrease in b. In addition, for a Si BJT, for a fixed

base width, increasing N�ab will degrade the cutoff frequency of the transistor (due to the reduction in the

minority electron mobility). We might imagine that we can then increase Nþdc to buy back the ac

performance lost, this in turn degrades VA. This ‘‘catch-22’’ represents a fundamental problem in Si BJT

design: it is inherently difficult to simultaneously obtain high VA, high b, and high fT. In practice one must

then find some compromise design for VA, b, and fT, and in the process the performance capabilities of a

given analog circuit suffer. Intuitively, this Si BJT design constraint occurs because b and VA are both

coupled to the base-doping profile. The introduction of Ge into the base region of a Si BJT can favorably

alter this constraint by effectively decoupling b and VA from the base-doping profile.

To formally obtain VA in a SiGe HBT, we begin by combining Equation 4.1 with Equation 4.15 to

obtain [9]

VA;SiGe ¼
�
ðWb

0

pb(xÞdx

Dnb(x)n2
ib(x)

@

@VCB

ðWb

0

pb(x)dx

Dnb(x)n2
ib(x)

� � , (4:19)

from which we can write

VA;SiGe ¼
�Dnb(Wb)n2

ib(Wb)

pb(Wb)

ðWb

0

pb(x)dx

Dnb(x)n2
ib(x)

� �
@Wb

@VCB

� ��1

: (4:20)

Comparing Equation 4.16 and Equation 4.20 we can see that the fundamental difference between VA in a

SiGe HBT and a Si BJT arises from the variation of nib
2 as a function of position (the variation of Wb with

VCB is, to first order, similar between SiGe and Si devices). Observe that if nib is position-independent

(i.e., for a box Ge profile), then Equation 4.20 collapses to Equation 4.16 and there is no VA enhance-

ment due to Ge (albeit there will obviously still be a strong b enhancement). On the other hand, if nib is

position-dependent (i.e., in a linearly graded Ge profile), VA will depend exponentially on the difference

in bandgap between x ¼ Wb and that region in the base where nib is smallest. That is, the base profile is

effectively ‘‘weighted’’ by the increasing Ge content on the collector side of the neutral base, making it

harder to deplete the neutral base for a given applied VCB, all else being equal, effectively increasing the

Early voltage of the transistor.

For a linearly graded Ge profile, we can use Equation 4.4 and Equation 4.20 to obtain the ratio of VA

between a comparably constructed SiGe HBT and Si BJT (Q) to be [10]

VA;SiGe

VA;Si

����
VBE

� Q ’ eDEg;Ge(grade)=kT 1� e�DEg;Ge(grade)=kT

DEg;Ge(grade)=kT

� �
: (4:21)
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The important result is that the VA ratio between a SiGe HBT and a Si BJT is an exponential function of

Ge-induced bandgap grading across the neutral base. Typical experimental results for Q are shown for a

comparably constructed SiGe HBT and Si BJT in Figure 4.6.

4.5 Current Gain—Early Voltage Product

In light of the discussion above regarding the inherent difficulties in obtaining high VA simultaneously

with high b, one conventionally defines a figure-of-merit for analog circuit design: the so-called ‘‘bVA’’

product. In a conventional Si BJT, a comparison of Equation 4.1 and Equation 4.16 shows that bVA is to

first-order independent of the base profile, and is thus not favorably impacted by conventional

technology scaling, as for instance, the transistor frequency response would be. For a SiGe HBT,

however, both b and VA are decoupled from the base profile, and can be independently tuned by

changing the Ge profile shape. By combining Equation 4.14 and Equation 4.21 we find that the ratio of

bVA between a comparably constructed SiGe HBT and Si BJT can be written as [9]

bVA;SiGe

bVA;Si

¼ ~gg~hheDEg;Ge(0)=kT eDEg;Ge(grade)=kT : (4:22)

Typical experimental results for the bVA ratio for a comparably constructed SiGe HBT and Si BJT are

shown in Figure 4.7.

Observe that bVA is a thermally activated function of both the Ge-induced band offset at the

EB junction and the Ge-induced grading across the neutral base. As can be seen in Figure 4.7,

bVA in a SiGe HBT is significantly improved over a comparably designed Si BJT, regardless of the

Ge profile shape chosen, although the triangular Ge profile remains the profile shape of choice for

both VA and bVA optimization. Due to their thermally activated nature, both VA and bVA are

strongly enhanced with cooling, yielding enormous values (bVA > 104) at 77 K for a 10% Ge triangular

profile [10].

Based on the analysis above, we can make several observations regarding the effects of Ge on both the

Early voltage and current gain—Early voltage product in SiGe HBTs:
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FIGURE 4.6 Measured and calculated Early voltage ratio as a function of reciprocal temperature for a comparably

constructed SiGe HBT and Si BJT. (From JD Cressler and G Niu. Silicon–Germanium Heterojunction Bipolar

Transistors. Boston, MA: Artech House, 2003. With permission.)
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. Unlike for JC, only the presence of a larger Ge content at the CB side of the neutral base than at the

EB side of the neutral base (i.e., finite Ge grading) will enhance VA at fixed VBE over a comparably

constructed Si BJT.
. This VA enhancement depends exponentially on the Ge grading across the base. This observed

dependence will play a role in understanding the best approach to profile optimization, generally

favoring strongly graded (triangular) profiles.
. In light of this, for two Ge profiles of constant stability, a triangular Ge profile is better for Early

voltage enhancement than a box Ge profile is, everything else being equal.
. The Ge-induced VA enhancement is thermally activated (exponentially dependent on reciprocal

temperature), and thus cooling will produce a strong magnification of the enhancement.
. Given that b and VA have the exact opposite dependence on Ge grading and EB Ge offset, the bVA

product in a SiGe HBT enjoys an ideal win–win scenario. Putting any Ge into the base region of a

device will exponentially enhance this key analog figure-of-merit, a highly favorable scenario

given the discussion above of inherent difficulties of achieving high bVA in a Si BJT.
. A reasonable compromise Ge profile design that balances the dc optimization needs of b, VA, and

bVA would be a Ge trapezoid, with a small (e.g., 3% to 4%) Ge content at the EB junction, and a

larger (e.g., 10% to 15%) Ge content at the CB junction (i.e., finite Ge grading).

Relevant approximations and solutions for other types of Ge profiles are discussed at length in Ref. [1].

4.6 Charge Modulation Effects

At a deep level, transistor action, be it for a bipolar or field-effect transistor, is physically realized by

voltage modulation of the charges inside the transistor, that in turn leads to voltage modulation of the

output current. The voltage modulation of the charges results in a capacitive current, which increases

with frequency. The bandwidth of the transistor is thus ultimately limited by various charge-storage

effects in both the intrinsic and extrinsic device structure. Exact analysis of charge-storage effects

requires the solution of semiconductor transport equations in the frequency domain. In practice,

charge-storage effects are often taken into account by assuming that the charge distributions instantly

follow the changes of terminal voltages under dynamic operation (i.e., a ‘‘quasi-static’’ assumption).
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FIGURE 4.7 Measured and calculated ratio of the current gain–Early voltage product ratio as a function of

reciprocal temperature for a comparably doped SiGe HBT and Si BJT. (From JD Cressler and G Niu. Silicon–

Germanium Heterojunction Bipolar Transistors. Boston, MA: Artech House, 2003. With permission.)
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The first charge modulation effect in a SiGe HBT is the modulation of space charges associated

with the EB and CB junctions. Voltage changes across the EB and CB junctions lead to changes of

the space–charge (depletion) layer thicknesses and hence the total space charge. The capacitive

behavior is similar to that of a parallel plate capacitor, because the changes in charge occur at the

opposing faces of the space charge layer (which is depleted of carriers under reverse bias) to neutral

region transition boundaries. The resulting capacitances are referred to as EB and CB ‘‘depletion’’

capacitances. Under high-injection conditions, the modulation of charges inside the space charge layer

becomes significant. The resulting capacitance is referred to as the ‘‘transition’’ capacitance, and is

important for the EB junction since it is forward biased. Under low-injection conditions, the CB

capacitance is similar to that of a reverse biased pn junction, and is a function of the CB biasing voltage.

At high injection, however, even in forward-active mode, the CB capacitance is also a function of the

collector current, because of charge compensation by mobile carriers as well as base push-out at very

high injection levels.

The second charge modulation effect is due to injected minority carriers in the neutral base and

emitter regions. To maintain charge neutrality, an equal amount of excess majority carriers are induced

by the injected minority carriers. Both minority and majority carriers respond to EB voltage changes,

effectively producing an EB capacitance. This capacitance is historically referred to as ‘‘diffusion’’

capacitance, because it is associated with minority carrier diffusion in an ideal bipolar transistor with

uniform base doping.

What is essential in order to achieve transistor action is modulation of the output current by an input

voltage. The modulation of charge is just a means of modulating the current, and must be minimized

in order to maintain ideal transistor action at high frequencies. For instance, a large EB diffusion

capacitance causes a large input current, which increases with frequency, thus decreasing current gain at

higher frequencies. At a fundamental level, for a given output current modulation, a decreased amount

of charge modulation is desired in order to achieve higher operating frequency. A natural figure-of-merit

for the efficiency of transistor action is the ratio of total charge modulation to the output current

modulation

tec ¼
@Qn

@IC

, (4:23)

which has dimensions of time and is thus called ‘‘transit time.’’ Here, Qn refers to the integral electron

charge across the whole device, and can be broken down into various components for regional analysis.

The partial derivative in Equation 4.23 indicates that there is modulation of both charge and current, and is

thus necessary. A popular but incorrect definition of transit time leaves out the derivatives in Equation 4.23,

and instead uses the simple ratio of charge to collector current [1]. The problem with this common

formulation can be immediately deduced if we consider the resultant tec of an npn bipolar transistor,

where Qn is dominated by the total number of emitter dopants. The use of tec ¼ Qn/IC thus leads to an

incorrect transit time definition, since it produces a transit time that is independent of the base profile

design, and is clearly non-physical. Equation 4.23 can be rewritten using the input voltage as an

intermediate variable

tec ¼
@Qn=@VBE

@IC=@VBE

¼ gm

Ci

, (4:24)

where Ci is the total input capacitance, and gm is the transconductance. Ci can be divided into two

components Cbe ¼ @Qn/@VBE and Cbc ¼ @Qn/@VBC. The transit times related to the neutral base and

neutral emitter charge modulation are the base transit time and the emitter transit time, respectively.

The base charge modulation required to produce a given amount of output current modulation can

be decreased by introducing a drift field via Ge grading, thereby reducing the base transit time and

extending transistor functionality to much higher frequencies. This Ge-grading-induced reduction in
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charge modulation is the fundamental reason why SiGe HBTs have better frequency response than Si

BJTs. Ge grading is simply a convenient means by which we reduce the charge modulation.

4.7 AC Figures-of-Merit

For low injection, a key SiGe HBT ac figure-of-merit, the unity-gain cutoff frequency ( fT), can be written

generally as

fT ¼
1

2ptec

¼ 1

2p

kT

qIC

(Cte þ Ctc)þ tb þ te þ
WCB

2vsat

þ rcCtc

� ��1

, (4:25)

where gm ¼ qIC/kT is the intrinsic transconductance at low injection (gm ¼ @IC/@VBE), Cte and Ctc are

the EB and CB depletion capacitances, tb is the base transit time, te is the emitter charge storage delay

time, Wcb is the CB space–charge region width, vsat is the saturation velocity, and rc is the dynamic

collector resistance. Physically, fT is the common-emitter, unity-gain cutoff frequency (h21 ¼ 1), and is

conveniently measured using S-parameter techniques. A formal derivation is given in Ref. [1]. In

Equation 4.25, tec is the total emitter-to-collector delay time, and sets the ultimate limit of the switching

speed of a bipolar transistor. Thus, we see that for fixed bias current, improvements in tb and te due to

the presence of SiGe will directly translate into an enhanced fT and fmax of the transistor at fixed bias

current.

In terms of transistor power gain (i.e., using the transistor to drive a ‘‘load’’), one defines the

‘‘maximum oscillation frequency’’ figure-of-merit ( fmax) by [11]

fmax ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
fT

8pCbcrb

s
, (4:26)

where rb is the small-signal base resistance, and Cbc is the total collector–base capacitance. A derivation

of fmax, together with relevant assumptions and discussion, can be found in Ref. [1]. Physically, fmax is

the common-emitter, unity power gain frequency, and can also be measured using S-parameter

techniques. Clearly, fmax represents a ‘‘higher-order’’ (and therefore potentially more relevant to actual

circuit applications) figure-of-merit than fT, since the power gain depends not only on the intrinsic

transistor performance (i.e., the device transit times), but also on the device parasitics associated with

the process technology and its structural implementation. A larger fT, a smaller rb, and a smaller Cbc are

clearly desired for increasing the maximum power gain and circuit operating frequency. Typical fmax data

using the various definitions of power gain (i.e., U, MAG, MSG) for a second-generation SiGe HBT

biased near peak fT (120 GHz in this case) are shown in Figure 4.8.

4.8 Base and Emitter Transit Times

To understand the dynamic response of the SiGe HBT, and the role Ge plays in transistor frequency

response, we must formally relate the changes in the base transit time and emitter transit time to the

physical variables of this problem. It is also instructive to carefully compare the differences between a

comparably constructed SiGe HBT and a Si BJT. In the present analysis, the SiGe HBT and the Si BJT are

taken to be of identical geometry, and it is assumed that the emitter, base, and collector-doping profiles

of the two devices are identical, apart from the Ge in the base of the SiGe HBT.

The theoretical consequences of the Ge-induced bandgap changes to the base transit time (tb) can be

derived in closed-form for a constant base-doping profile (pb(x) ¼ N�ab(x) ¼ N�ab ¼ constant) by

considering the generalized Moll–Ross transit time relation, which holds for low injection in the

presence of both non-uniform base doping and non-uniform base bandgap at fixed VBE and T [3]
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tb ¼
ðWb

0

n2
ib(x)

pb(x)

ðWb

0

pb(y)dy

Dnb(y)n2
ib(y)

� �
dx: (4:27)

We can insert Equation 4.3 into Equation 4.2 to obtain Equation 4.4, and substitute Equation 4.4 into

Equation 4.27 to obtain

tb;SiGe ¼
ðWb

0

n2
ib(x)

N�ab

ðWb

z

N�ab

Dnb

1

gn2
io

e
�DE

app

gb
=kT

e�DEg;Ge(0)=kT � e�DEg;Ge(grade)y=WbkT dy

� �� �
dx: (4:28)

Performing the first integration step yields

tb;SiGe ¼
ðWb

0

n2
ib(x)

N�ab

�N�abWb

~DDnb ~ggn2
io

kT

DEg;Ge(grade)
e
�DE

app

gb
=kT

e�DEg;Ge(0)=kT � e�DEg;Ge(grade)=kT � e�DEg;Ge(grade)x=WbkT
h i( )

dx

(4:29)

where we have accounted for the position dependence in both the mobility and the density-of-states

product. Substitution of n2
ib from Equation 4.4 into Equation 4.29 and multiplying through gives

tb;SiGe ¼
WbkT ~ggn2

io

~DDnb ~ggn2
ioDEg;Ge(grade)

( )ðWb

0

1� eDEg;Ge(grade)x=WbkT e�DEg;Ge(grade)=kT
h i

dx; (4:30)

which can be integrated and evaluated to obtain, finally [2,5]

tb;SiGe ¼
W 2

b

~DDnb

kT

DEg;Ge(grade)
1� kT

DEg;Ge(grade)
1� e�DEg;Ge(grade)=kT
h i� �

: (4:31)

As expected, we see that the base transit time in a SiGe HBT depends reciprocally on the amount of

Ge-induced bandgap grading across the neutral base (i.e., for fixed base width, the band-edge-induced

drift field). It is instructive to compare tb in a SiGe HBTwith that of a comparably designed Si BJT. In the

case of a Si BJT (trivially derived from Equation 4.27 for constant base doping and bandgap), we know that
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FIGURE 4.8 Measured comparison of unity gain cutoff frequency fT as a function of bias current for a comparably

constructed SiGe HBT and Si BJT. (From JD Cressler and G Niu. Silicon–Germanium Heterojunction Bipolar

Transistors. Boston, MA: Artech House, 2003. With permission.)
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tb;Si ¼
W 2

b

2Dnb

, (4:32)

and hence can write

tb;SiGe

tb;Si

¼ 2

~hh

kT

DEg;Ge(grade)
1� kT

DEg;Ge(grade)
1� e�DEg;Ge(grade)=kT
h i� �

, (4:33)

where we have used the ratio of electron diffusivities between SiGe and Si (Equation 4.11). Within the

confines of our assumptions stated above, this can be considered an exact result. Figure 4.9 shows the

theoretical calcuations based on this equation. As expected from our intuitive discussion of the band

diagram, observe that tb and hence fT in a SiGe HBT depend reciprocally on the Ge-induced bandgap

grading factor, and hence for finite Ge grading across the neutral base, tb is less than unity, and thus we

expect enhancement in fT for a SiGe HBT compared to a comparably constructed Si BJT. Figure 4.10

confirms this expectation experimentally.

Based on the analysis above, we can make several observations regarding the effects of Ge on the

frequency response of a SiGe HBT:

. For fixed bias current, the presence of Ge in the base region of a bipolar transistor affects its

frequency response through the base and emitter transit times.
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near peak fT. (From JD Cressler and G Niu. Silicon–Germanium Heterojunction Bipolar Transistors. Boston, MA:

Artech House, 2003. With permission.)
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. The fT enhancement for a SiGe HBT over a Si BJT depends reciprocally on the Ge grading across

the base. This makes sense intuitively given the effects of the grading-induced drift field for the

minority carrier transport. This observed dependence on Ge grading will play a role in under-

standing the best approach to profile optimization for a given application.
. For two Ge profiles of constant stability, a triangular Ge profile is better for cutoff frequency

enhancement than a box Ge profile is, everything else being equal, provided tb is dominant over

te in determining fT. While this is clearly the case in most first-generation SiGe HBTs, it is

nonetheless conceivable that for a te-dominated transistor, a more box-like Ge profile, which

inherently favors b enhancement and hence te improvement, might be a favored profile design for

optimal frequency response. A compromise trapezoidal profile, which generally favors both tb

and te improvement, is a logical compromise profile design point. Such tradeoffs are obviously

technology generation dependent.
. Given that fT is improved across the entire useful range of IC, the fT versus power dissipation

trade-off offers important opportunities for portable applications, where power minimization is

often a premium constraint.
. The Ge-induced fT enhancement depends strongly on temperature, and for tb and te, is func-

tionally positioned in a manner that will produce a magnification of fT enhancement with cooling,

in stark contrast to a Si BJT.

Relevant approximations and solutions for other types of Ge profiles are discussed at length in

Ref. [1].

As can be seen in Figure 4.10, since fT is increased across a large range of useful collector current, we

can potentially gain dramatic savings in power dissipation for fixed frequency operation compared to a

Si BJT. This power-for-performance tradeoff can in practice be even more important than the sheer

increase in frequency response, particularly for portable applications. In this case, if we decided, for

instance, to operate the transistor at a fixed frequency of 30 GHz, we could reduce the supply current by

a factor of 5�. Note as well, that as for the collector current density expression (Equation 4.12), the

thermal energy (kT ) plays a key role in Equation 4.31, in this case residing in the numerator, and will

thus have important favorable implications for SiGe HBT frequency response at cryogenic temperatures,

as will be discussed in detail in Chapter 11.
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4.9 Operating Current Density versus Speed

The fundamental nature of SiGe HBTs requires the use of high operating current density in order to

achieve high speed. The operating current density dependence of fT is best illustrated by examining the

inverse of fT [1]

1

2pfT

¼ Cbe þ Cbc

gm

: ð4:34)

Since Cbe ¼ gm tf þ Cte, Cbc ¼ Ctc, and gm ¼ qIC/kT, Equation (4.34) can be rewritten as

1

2pfT

¼ tf þ
kT

qIC

Ct, (4:35)

where Ct ¼ Cte þ Ctc. Since both Cte and Ctc are proportional to emitter area, Equation (4.35) can be

rewritten in terms of the biasing current density JC as

1

2pfT

¼ tf þ
kT

qJC

Ct, (4:36)

where Ct ¼ Ct/AE is the total EB and CB depletion capacitances per unit emitter area, and JC ¼ IC/AE is

the collector operating current density. Thus, the cutoff frequency fT is fundamentally determined by the

biasing current density JC, independent of the transistor emitter length. For very low JC, the second term

is very large, and fT is very low regardless of the forward transit time tf. With increasing JC, the second

term decreases, and eventually becomes smaller than tf. At high JC, however, base push-out (Kirk effect,

refer to Chapter 5) occurs, and tf itself increases with JC, leading to fT roll-off. A typical fT versus JC

characteristic is shown in Figure 4.11 for a first-generation SiGe HBT.

The values of tf and Ct can be easily extracted from a plot of 1/2pfT versus 1/JC (as shown in Figure

4.12). Near the peak fT, the 1/2pfT versus 1/JC curve is nearly linear, indicating that Ct is close to constant

for this biasing range at high fT. Thus, Ct can be obtained from the slope, while tf can be determined

from the y-axis intercept at infinite current (1/JC ¼ 0).

To improve fT in a SiGe HBT, the transit time tf must be decreased by using a combination of vertical

profile scaling as well as Ge grading across the base. At the same time, the operating current density JC

must be increased in proportion in order to make the second term in Equation (4.36) negligible

compared to the first term (tf). That is, the high fT potential of small tf transistors can only be realized

by using sufficiently high operating current density. This is a fundamental criterion for high-speed SiGe

HBT design. The higher the peak fT, the higher the required operating JC. For instance, the minimum

required operating current density has increased from 1.0 mA/mm2 for a first-generation SiGe HBT with

50-GHz peak fT to 10 to 15 mA/mm2 for >200-GHz peak fT third-generation SiGe HBTs. Higher current

density operation naturally leads to more severe self-heating effects, which must be appropriately dealt

with in compact modeling and circuit design. Electromigration and other reliability constraints (refer to

Chapter 13) associated with very high JC operation have also produced an increasing need for copper

metalization schemes.

In order to maintain proper transistor action under high JC conditions, the collector doping must be

increased in order to delay the onset of high injection effects. This requisite doping increase obviously

reduces the breakdown voltage. At a fundamental level, trade-offs between breakdown voltage and speed

are thus inevitable for all bipolar transistors (Si, SiGe, or III–V). Since the collector doping in SiGe HBT

is typically realized by self-aligned collector implantation (as opposed to during epi growth in III–V),

devices with multiple breakdown voltages (and hence multiple fT) can be trivially obtained in the same

fabrication sequence, giving circuit designers added flexibility.
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Another closely related manifestation of Equation 4.36 is that the minimum required JC to realize the

full potential of a small tf transistor depends on Ct. Both Cte and Ctc thus must be minimized in the

device and are usually addressed via a combination of structural design, ground-rule shrink, and doping

profile tailoring via selective collector implantation. This reduction of Ctc is also important for

increasing the power gain (i.e., fmax).

The record fT in SiGe HBT technology stands at present at 350 GHz [12]. From today’s vantage point,

a combined 300þGHz peak fT/fmax appears to be a very realistic performance goal for fully integrated,

commercial SiGe BiCMOS processes (see Chapter 16). Clearly, breakdown voltages must decrease as the

transistor performance improves. For the case depicted in Figure 4.13 [13], the 50, 120, and 210 GHz

SiGe HBTs have an associated BVCEO of 3.3, 2.0, and 1.7 V, respectively. Achievable fT � BVCEO products

in the 350 to 400 GHz V range are realistic goals. The sub-1.5 V breakdown voltages required to reach

300 GHz should not prove to be a serious limitation for many designs, given that BVCEO does not present

a hard boundary above which one cannot bias the transistor. Rather, one simply has to live with base

current reversal and potential bias instabilities in this (above-BVCEO) bias domain [14]. In addition, on-

wafer breakdown voltage tuning will provide an additional level of flexibility for circuit designs needing

larger operating headroom.
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4.10 Summary

In this chapter, I have detailed ‘‘first-order’’ device physics of SiGe HBTs, both from a dc and an ac

perspective. This theoretical framework, while clearly simplistic in its assumptions, is nonetheless very

useful in providing insight into the way that real SiGe HBTs operate, and how they are designed in

practice in industry. Chapter 5 addresses additional subtle, but important, nuances in the operation of

SiGe HBTs.

Acknowledgments

I am grateful to G. Niu, A. Joseph, D. Harame, G. Freeman, B. Meyerson, D. Herman, and the IBM SiGe

team for their contributions. This work was supported by the Semiconductor Research Corporation, the

GEDC at Georgia Tech, and IBM.

References

1. JD Cressler and G Niu. Silicon–Germanium Heterojunction Bipolar Transistors. Boston, MA: Artech

House, 2003.
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5.1 Introduction

While second-order deviations from the first-order theory presented in Chapter 4 will always exist in

SiGe HBTs, their specific impact on actual SiGe HBT devices and circuits is both profile-design and

application dependent, and thus they must be carefully appreciated and kept at the back of the mind by

designers.

We first analyze the so-called ‘‘Ge grading effect’’ associated with the position dependence of the Ge

content across the neutral base found in SiGe designs. The influence of Ge grading effect on SiGe HBT

properties is physically tied to the movement of emitter–base space–charge edge along the graded Ge

profile with increasing base–emitter voltage. This Ge grading effect can present potential problems for

circuit designs that require precise knowledge and control over the current dependence of both current

gain and base–emitter voltage as a function of temperature. We then discuss the impact of neutral base

recombination (NBR) on SiGe HBT operation. A finite trap density necessarily exists in the base region

of all bipolar transistors, and while the impact is usually assumed to be negligible in Si BJTs, it can

become important in SiGe HBTs, particularly when they are operated across a wide temperature range.

NBR can strongly affect the output conductance (Early voltage) of SiGe HBTs, and is strongly dependent

on the mode of base drive (i.e., whether the device is voltage- or current-driven), and hence the circuit

application. Finally, we address high-injection heterojunction barrier effects (HBE) in SiGe HBTs.

Barrier effects associated with the collector–base heterojunction under high current density operation

are inherent to SiGe HBTs, and if not carefully controlled, can strongly degrade both dc and ac

performance at the large current densities which SiGe HBTs are often operated. We conclude each

section with a brief discussion of the implications and potential problems imposed by these design

constraints on both device and circuit designers (‘‘the bottom line’’).

5.2 Ge Grading Effect

To ensure the applicability of SiGe HBTs to precision analog circuits, parameter stability over both

temperature and bias clearly must be ensured. Given the bandgap-engineered nature of the SiGe HBT,

this can become an issue for concern, particularly for devices with non-constant (graded) Ge content

across the neutral base. Even a cursory examination of the bias current dependence of the current gain in

a graded-base SiGe HBT as a function of temperature, for instance, shows a profound functional

difference from that of a Si BJT (Figure 5.1). In particular, for a graded-base SiGe HBT, the current

gain peaks at low injection, and degrades significantly before the onset of high-injection effects. This
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medium-injection ‘‘collapse’’ of b is clearly enhanced by cooling, and thus can be logically inferred to be

the result of a band-edge phenomenon.

To understand the physical origin of this bias-dependent behavior in the current gain in SiGe HBTs,

consider Figure 5.2, which shows a schematic doping and Ge profile in a graded-base SiGe HBT. As

derived in Chapter 4, the collector current at any bias of a graded-base SiGe HBT is exponentially

dependent upon the amount of Ge at the edge of the emitter–base (EB) space–charge region. Physically,

as the collector current density increases, the base–emitter voltage must also increase, and hence from

charge balance considerations the EB space–charge width necessarily contracts, thereby reducing the EB

boundary value of the amount of Ge (DEg,Ge(0)), and producing a bias and temperature dependence

different from that of a Si BJT [2]. Since this Ge grading effect is the physical result of the modulation of

the base width with increasing base–emitter voltage (Wb(VBE)), it can be logically associated with the so-

called inverse Early effect.

The dependence of the collector current density on the Ge profile shape in a SiGe HBT is given

approximately by

JC;SiGe ’
qDnb

N�abWb

(eqVBE=kT� 1)n2
ioe

DE
app

gb
=kT ~gg ~hh

DEg;Ge(grade)

kT
eDEg;Ge(0)=kT

� �
: (5:1)

The relationship between JC and Ge profile shape in Equation 5.1 highlights the dependence of the

collector current density on Ge profile design. Since DEg,Ge(0) changes with increasing base–emitter bias,

any changes in the amount of Ge seen by the device at that EB boundary will have a large impact due to

the exponential relationship. Consequently, the more strongly graded the Ge profile, the more serious Ge

grading effect can be expected to be.

Given that Ge grading effect in SiGe HBTs impacts the bias-current dependence of the current gain, a

logical test-case circuit for examining the circuit-level influence of Ge grading effect is the ubiquitous

bandgap reference (BGR) circuit, since its functionality relies heavily on the identical dependence of

VBE(IC) on temperature between transistors of differing size. Given two transistors with a (realistic) non-

constant base doping, and biased at the same collector current, two SiGe HBTs with a sufficiently

strongly graded Ge profile might be expected to ‘‘feel’’ the Ge ramp effect differently, since the voltage-

induced space–charge width changes would differ slightly between the two. The conceivable result would
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be a slight mismatch in VBE over temperature between the two transistors, thereby degrading the output

voltage stability of the BGR circuit over temperature [3].

In the context of SiGe HBT-based BGR implementations, it is key that detailed knowledge of the

impact of Ge profile shape on the temperature dependence of the base–emitter voltage exists. Clearly,

VBE in turn depends on the variation of IC across the desired temperature range of interest (e.g., �558C
(218 K) to 858C (358 K)). As can be observed in Figure 5.3, the differences in VBE(T) between a Si BJT

and a SiGe HBT are small, but clearly observable, and must be more carefully examined.

The Ge grading effect in SiGe HBTs is primarily determined by the ‘‘steepness’’ of the Ge profile

through the EB space–charge region, and the magnitude and shape of N�ab(x) at the space–charge to

quasineutral base boundary. We can roughly estimate the variation on the SiGe-to-Si current gain ratio

(J ¼ bSiGe/bSi) with VBE for varying amounts of Ge grading by considering a linearly graded SiGe HBT

with uniform doping levels in the emitter and base regions. From Chapter 4, we have

bSiGe

bSi

����
VBE

� J ¼ ~gg~hhDEg;Ge(grade)=kTeDEg;Ge(0)=kT

1� e�DEg;Ge(grade)=kT

� �
, (5:2)

from which we can obtain

@J

@VBE

¼ �J

fbi;BE � VBE

( )
xpE

2Wb0

� �
DEg;Ge(grade)=kT

1� e�DEg;Ge(grade)=kT

� �
, (5:3)

where fbi,BE is the built-in potential of the EB junction, xpE is the EB space–charge width on the base

side of the junction, and Wb0 is the neutral base width at zero-bias. As DEg,Ge(grade) gets small (i.e.,

approaching a Ge box profile), the Ge grading effect becomes negligible, yielding a flat b versus IC

characteristic, as in a Si BJT. Equation 5.3 also predicts a weaker Ge grading effect in transistors with

higher base doping, since xpE becomes negligible with respect to Wb0. However, in practical SiGe HBT

base profiles, which typically have a retrograded base doping level in the vicinity of the EB junction to

reduce the EB electric field, the Ge grading effect is enhanced, since xpE varies nonlinearly with VBE.

Finally, we note that due to the band-edge nature of Ge grading effect, its impact on device performance

should be greatly magnified at reduced temperatures.

200

0.75

B
as

e−
em

itt
er

 v
ol

ta
ge

 (
V

)

0.85

0.80

0.90

0.95

240 280
Temperature (K)

320 360

AE = 0.5�2.5 µm2

VCB = 1.0 V

IC = 100 µA

Si (EG = 1.1035)

15% Ge triangle (EG = 1.0927)

FIGURE 5.3 Base–emitter voltage as a function of temperature at fixed bias current for a Si BJT and a SiGe HBT.

The lines represent a SPICE fit to the data using the EG fitting parameter. (From SL Salmon, JD Cressler, RC Jaeger,

and DL Harame. IEEE Trans. Electron Dev. 47:292–298, 2000. With permission.)

Cressler/Silicon Heterostructure Devices 66900_C005 Final Proof page 3 17.10.2007 10:16am Compositor Name: JGanesan

Second-Order Effects 5-3



To determine the impact of the Ge grading effect on practical BGR circuits, we must recast the SiGe

HBT collector current density into the familiar BGR design equation. First, the process-dependent

parameters (B) and the Ge profile dependent terms (j) can be lumped together in IC as

IC(T) ¼ jBT me�Eg0=kT e
E

app

gb
=kT

eqVBE=kT , (5:4)

and rewritten in terms of the base–emitter voltage as

VBE ¼
Eg0

q
�

E
app
gb

q
þ kT

q
ln

IC

jBT m

� �
: (5:5)

In practice, we can measure the base–emitter voltage at a reference temperature and collector current

and solve for the lumped process parameters (B). Inserting the lumped parameters back into the original

VBE equation and simplifying yields the desired SiGe HBT result [3]

VBE;SiGe ¼
1

q
Eg0 � E

app
gb � DEg;Ge(0)

n o
� T

qTR

Eg0 � E
app
gb � DEg;Ge(0)

n o
þ T

TR

VBE;R

þ kT

q
ln

IC

IC;R
�m

kT

q
ln

T

TR

� �
: (5:6)

The effects of Ge on the base–emitter voltage of the transistor can be gleaned directly from this more

generalized result. Observe that the effective bandgap at the emitter–base junction is simply the Si result

in the presence of doping-induced bandgap narrowing (Eg0 � E
app
gb ), minus the bandgap reduction due

to the amount of Ge at the EB junction (DEg,Ge(0)). In addition, the shape of VBE versus temperature in

a SiGe HBT is changed from that of a Si BJT due to the addition of Ge, as is apparent in the last two

terms of the equation. The ratio T/TR enhances this difference between Si BJTs and SiGe HBTs. For

temperatures near the reference temperature, the last two terms of Equation 5.6 have little effect on

VBE(IC,T), but as the temperature decreases, these effects can become more pronounced.

Note that the effective bandgap parameters (Eg0 � E
app
gb � DEg,Ge(0)) and m correspond to the

SPICE modeling parameters EG and XTI, respectively. The amount of curvature in VBE versus

temperature is affected by the addition of Ge, as is apparent in the last two terms of Equation 5.6.

Assuming that the Ge grading (DEg,Ge(grade)) does not change significantly with temperature, the

deviation from linearity of VBE versus temperature (i.e., VBE curvature) using Equation 5.6 is

actually reduced with increasing Ge grading across the base. In the curvature results presented, the

deviation from linearity is calculated by drawing a line through the endpoints of VBE across the relevant

temperature range, and then subtracting the actual VBE value from the value on the line at each tem-

perature, according to

DlinearityðTÞ ¼ VBE(T)� VBE(TL)� VBE(TL)� VBE(TH)

TL � TH

(TL � T)

� �
, (5:7)

where in this case TL ¼ 218 K (�558C) and TH ¼ 358 K (858C).

While this Ge-grading-induced VBE curvature reduction might naively appear to be a good thing for

BGR design, it in fact can worsen the performance of BGR circuits. Figure 5.4 shows the theoretical

deviation from linearity that results from three different hypothetical Ge profiles: (1) no Ge grading; (2)

8.6% Ge grading; and (3) 18.6% Ge grading. Note that a box-shaped Ge profile (no Ge grading), in

which the Ge concentration across the base is finite but constant, will have the same deviation from

linearity as a Si BJT. Given sufficient Ge grading, it is clear that differences between Si BJTs and SiGe

HBTs should be experimentally observable, and a combination of measurement and modeling results

confirm this [1].
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When discussing any second-order effect in transistors, it is important to clearly understand both its

physical origins and its potential implications for both device and circuit designers, so that it can be

effectively ‘‘designed around.’’ We can summarize these implications for Ge grading effect as follows:

. Ge grading effect is likely to be important only in precision analog circuits, not in digital or RF/

microwave circuits. While the BGR circuit is a natural candidate for observing Ge grading effect,

any analog circuit that depends strongly on current gain across a wide bias range, or that requires

the matching of VBE between multiple devices across both bias and temperature, could be

potentially affected.
. While the Ge grading effect exists only in compositionally graded Ge profiles, these graded profile

designs typically achieve the best dc and ac performance, and thus represent the vast majority of

commercially relevant SiGe technologies. As such, Ge grading effect should never be discounted.
. The impact of the Ge grading effect is expected to be highly dependent on the specifics of the Ge

profile shape, and thus will vary from technology to technology. BGRs implemented in the first-

generation SiGe HBT technology containing only modest amounts of Ge generally show little

impact of Ge grading effect [4].
. Since the seriousness of the Ge grading effect depends on the Ge grading, it is a phenomenon that

will generally worsen with technology scaling, since for constant strained layer stability, the peak

Ge content in a SiGe HBT (and hence the grading across the neutral base) will naturally rise. This

scaling-induced enhancement, however, will be at least partially offset by the natural increase in

base doping with scaling.
. Conventional modeling methodologies employed in Gummel–Poon (SPICE) compact transistor

models appear to adequately capture the Ge grading effect.
. Due to its thermally activated nature, cooling clearly exaggerates Ge grading effect, and thus

is potentially important for precision analog circuits required to operate across a very wide

temperature range.

5.3 Neutral Base Recombination

Physically, NBR in bipolar transistors involves the recombination of injected electrons transiting

the neutral base with holes, via intermediate trap levels. Physically, NBR removes the desired injected
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electrons from the collector current via recombination (i.e., they do not exit the base), and increases

the undesired hole density (required to support the recombination process), thereby degrading

the base transport factor. Significant NBR thus leads to an increase in the base current and a

simultaneous decrease in the collector current, thereby causing a substantial degradation in the

current gain.

For fixed trap density, the impact of NBR on transistor characteristics, which is generally considered

to be negligible in modern Si BJTs, can be exaggerated due to the presence of an increased total

base minority carrier charge concentration (Qnb) that participates with the trap recombination

process. Because in a SiGe HBT the Ge-induced base bandgap reduction exponentially increases Qnb

compared to that in a comparably constructed Si BJT, one would naively expect that the NBR would

be strongly enhanced in a SiGe HBT compared to a Si BJT, even at identical trap base density. This

situation is also expected to become especially important as the temperature changes, due to the

thermally activated nature of Qnb in a SiGe HBT. It is essential, therefore, to understand the physical

mechanism of NBR in SiGe HBTs, its impact on the transistor characteristics, and possible circuit

implications.

For an npn bipolar transistor with negligible EB space–charge region recombination, IB under

arbitrary forward-active bias is the sum of the hole current back-injected into the emitter, the hole

current due to impact ionization in the collector–base region, and the NBR current component under

discussion. For small values of VCB, the additional hole current due to impact-ionization is negligible

and thus IB is dominated by the other two components. As the electron diffusion length (Lnb) gets

comparable to the neutral base width (Wb), the NBR component of IB becomes increasingly important.

With negligible NBR (the ideal case), IB will be independent of VCB for any given VBE. However, under

non-negligible NBR, any change in Wb with respect to Lnb will perturb the NBR component of IB. Thus,

an easy way to estimate the impact of NBR in a given transistor is to observe the rate of decrease in IB

with respect to varying VCB, at a fixed VBE. The base current in this case can be expressed as the sum of

the drift-diffusion component and the NBR component as

JB ¼ JB;diff þ Jnbr ¼ Jb0eqVBE=kT þ Jnbr;0eqVBE=kT : (5:8)

Here Jb0 is assumed to be independent of VCB, while Jnbr,0 is a function of VCB:

Jnbr;0ðSiÞ ¼ qDnbn2
ib

NabLnb

cosh xSi � 1

sinh xSi

� �
, (5:9)

where x ¼ Wb/Lnb. Since the diffusion component of IB is independent of VCB, the change in IB with

VCB will only be due to the variation in Jnbr through the variations in Wb. Therefore, in general, the input

conductance of the transistor (gm) can be written as

gm ¼
@JB

@VCB

����
VBE

¼ @Jnbr

@VCB

����
VBE

¼ @Jnbr

@Wb

����
VBE

@Wb

@VCB

����
VBE

: (5:10)

We can thus determine the gm in a Si BJT to be

gmðSiÞ ¼ qDnbn2
ib

NabLnb

eqVBE=kT cosh xSi � 1

sinh2 xSi

� �
1

Lnb

@Wb

@VCB

� �
: ð5:11Þ

A more convenient way to compare the variations in Jnbr between devices and across temperature is to

normalize gm to the base current at VCB ¼ 0 V (g 0m). Therefore, by rewriting Equation 5.11 using the

expressions for both JC and VA derived in Chapter 4, we finally obtain g 0m in a Si BJT
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g 0mðSiÞ ¼ gm(Si)

IB;Si(VBE;VCB ¼ 0)
� �bSi(VBE;VCB ¼ 0)x2

Si( cosh xSi � 1)

VA;Si(forced-VBE) sinh2 xSi

(5:12)

where bSi(VBE, VCB ¼ 0) represents the current gain measured at a given VBE and VCB ¼ 0 V and

VA,Si(forced-VBE) represents the Early voltage at a fixed VBE. Observe that when xSi is zero (representing

the ideal situation in the transistor with no NBR), Equation 5.12 predicts that g 0m will be zero, as one

would expect. On the other hand, when xSi becomes large (i.e., significant NBR is present), then

Equation 5.12 yields an increased value of g 0m.

The g 0m in a SiGe HBT with a trapezoidal Ge profile is difficult to derive analytically. In order to

qualitatively determine the device design parameters that strongly influence g 0m, one can consider a

simple box Ge profile. In this case, it is easily shown that g 0m in a SiGe HBT is the same as Equation 5.12,

except for the differences in b. This is expected, since both Jnbr and b in a SiGe HBT are determined

primarily by the amount of Ge-induced bandgap reduction at the EB space–charge edge (i.e., DEg,Ge(0)).

In general, however, the NBR current component and hence g 0m will be a function of the amount of

Ge introduced into the base region of a SiGe HBT (i.e., EB boundary value as well as Ge grading).

In addition, since the SiGe-to-Si Jnbr ratio is effectively amplified by cooling, it is expected that the

SiGe-to-Si g 0m ratio will also exponentially increase with decreasing temperature.

Figure 5.5 compares the variation in the normalized-IB as a function of VCB for both the Si and SiGe

transistors at 358 and 200 K, respectively. In this case, the transistors are biased in the low-injection

region where their collector and base currents are ideal. One can clearly observe the decrease in IB at low

VCB due to the modulation of the NBR current component for both transistors, at 358 and 200 K,

respectively. The strong decrease in IB at larger values of VCB is due to an increase in the impact-

ionization base current component. By observing the variation in IB with VCB in the low-VCB range, one

can easily conclude that the Si BJT shows a weak NBR component (�0.5% decrease in IB), while the SiGe

HBT shows not only a larger NBR base current component, but also an increase in the NBR with

cooling, as anticipated from theory. It is important to note here that, although the NBR component in

the SiGe HBT is clearly larger than that in the Si BJT, the magnitude of the NBR component is

nevertheless still quite small (�3% of IB at 200 K). The measured g 0m in SiGe HBTs is not only expected

to be larger than for a comparably constructed Si BJT, but also thermally activated due to the presence

of Ge band-offsets in the base region. Figure 5.6 confirms this expectation for both triangular and

trapezoidal profile SiGe HBTs.
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A direct consequence of NBR is a difference in the slope of the common-emitter output characteristics

of a transistor depending on whether the device is biased using forced-IB or forced-VBE conditions [1].

This can be explained by comparing the dc characteristics for a transistor under an ideal situation (no

NBR) with that in the presence of NBR (see Figure 5.7). Without NBR, the increase in IC with VCB is the

same whether the transistor is biased under forced-VBE or forced-IB input drive, yielding the same VA for

both conditions. In the presence of NBR, however, VA measured using both techniques will differ

because of the decrease in IB with VCB. In a forced-IB situation, VBE is allowed to change in such a way as
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to maintain constant IB. Due to the fact that IB decreases with increasing VCB in the presence of NBR,

VBE is forced to increase so as to maintain constant IB. This small increase in VBE exponentially increases

IC, leading to a much smaller VA. In a forced-VBE situation, however, the IC increase is due only to the

decrease in Wb for an increase in VCB, as one might expect in the ideal case. Thus, in the presence of

NBR, VA(forced-IB) will be smaller than VA(forced-VBE), and the two quantities are related through g 0m,

according to Ref. [1]:

g 0m �
1

VA(forced-VBE)
� 1

VA(forced-IB)
: (5:13)

Since g 0m is small in a well-made Si BJT, the difference between VA(forced-VBE) and VA(forced-IB) is

expected to be small. Equation 5.13 predicts that in SiGe HBTs, however, the difference between

VA(forced-VBE) and VA(forced-IB) will be greater because of the larger g 0m compared to that in a Si

BJT. Figure 5.8 shows VA obtained for both Si and SiGe transistors using forced-IB and forced-VBE

conditions as a function of reciprocal temperature. Observe that the VA in a Si BJT, obtained using both

techniques, yields similar results, thus confirming the presence of only a weak NBR component in the

base current of these transistors. In the SiGe HBTs, however, we can clearly observe a quasi-exponential

degradation of VA(forced-IB) compared to a quasi-exponential improvement in VA(forced-VBE) with

cooling. While it is the bandgap grading in the SiGe HBT that increases the VA(forced-VBE), it is the

amount of DEg,Ge(x ¼ 0) that causes the exponential degradation in VA(forced-IB) with cooling. From

these experimental results, it is clear that such a strong temperature and input-bias dependent situation

for SiGe HBTs could potentially have important consequences on the performance of SiGe HBT analog

circuits that depend critically on the output conductance of the transistor. This anticipated impact on

circuit performance is confirmed in Figure 5.9, which uses SPICE models designed to properly account

for NBR in SiGe HBTs and carefully calibrated to data, to assess the impact of NBR on precision current

sources (refer to the discussion in Ref. [1]).

The presumption in this section is that significant NBR exists in the SiGe HBTs under consideration.

2.5 3.0 3.5 4.0 4.5 5.0
10

20

30

50

70

100
−55−20275085

1000/T (K–1)

E
ar

ly
 v

ol
ta

ge
 (

V
)

Temperature (�C)

AE = 0.8�2.5 µm2

IC ~ 1.0 µA

Forced-VBE

Forced-IB

SiGe HBT

Si BJT

FIGURE 5.8 Measured Early voltage as a function of reciprocal temperature for a SiGe BJT and a Si BJT, using both

forced-IB and forced-VBE techniques. (From AJ Joseph, JD Cressler, RC Jaeger, DM Richey, and DL Harame. IEEE

Trans. Electron Dev. 44:404–413, 1997. With permission.)

Cressler/Silicon Heterostructure Devices 66900_C005 Final Proof page 9 17.10.2007 10:16am Compositor Name: JGanesan

Second-Order Effects 5-9



In this situation we can say:

. An observable difference between VA(forced-VBE) and VA(forced-IB) will exist in the SiGe HBT,

and will be reflected in the output characteristics of the transistor.
. The measured VA(forced-VBE) value in the presence of NBR will be consistent with simple device

theory (Chapter 4), but the VA(forced-IB) will be degraded (lower) compared to simple theoretical

expectations.
. This input-drive dependent VA difference will be amplified in the SiGe HBT compared to a

comparably constructed Si BJT. That is, Ge-induced bandgap engineering will always act to

enhance the effects of NBR.
. This input-drive dependent VA difference will get larger (worse) as the temperature decreases.
. Careful two-dimensional simulations can be used to identify the physical location of the traps

responsible for the NBR component, and correlated with the fabrication process.
. Accurate compact modeling of SiGe HBTs for circuit design, which includes NBR can be

accomplished using existing Si BJT models, but may require an additional parameter to account

for the inherently different temperature dependence in VA between a SiGe HBT and a Si BJT. Such

NBR-compatible models can provide a detailed assessment of the role of NBR-induced VA

changes on particular circuits.

NBR, while clearly inherent to bipolar transistor operation because finite trap densities necessarily

exist in semiconductor crystals, does not necessarily strongly perturb the characteristics of modern

SiGe HBTs. The experimental results presented in this chapter show a significant NBR base current

component, and thus are instructive for understanding and modeling NBR in SiGe HBTs, but we

have also measured devices from the other SiGe technologies which do not show appreciable NBR-

induced VA changes. Thus, we do not consider NBR to be a ‘‘show-stopper’’ in SiGe HBTs, but rather

something to be carefully monitored and assessed during technology development and qualification.

In this case, a simple bench-top measurement of IB(VCB)/IB as a function of VCB at two different

temperatures (e.g., 300 and 200 K) provides a simple and powerful tool for accurately assessing

the presence of significant NBR in a given SiGe HBT technology generation. If present, appropriate

steps can be taken to either try and correct the situation by process modification, or models can

be developed which accurately account for the effect, thus ensuring that circuit designs are not

negatively impacted.

200 240 280 320 360
0.5

1.5

2.5

3.5

4.5

5.5

Temperature (K)

O
ut

pu
t r

es
is

ta
nc

e 
(R

ou
t i

n 
G

Ω
) SiGe HBT 

AE = 0.8�2.5 µm2

SPICE simulation 

Iout ~ 1.0 µA

Cascode CS 
Wilson CS 

Default SPICE 

Without NBR

With NBR

FIGURE 5.9 Comparison of calibrated SPICE modeling results both with NBR and without NBR for the

output resistance of both Cascode and Wilson precision current sources as a function of temperature. (From AJ

Joseph, JD Cressler, RC Jaeger, DM Richey, and DL Harame. IEEE Trans. Electron Dev. 44:404–413, 1997. With

permission.)

Cressler/Silicon Heterostructure Devices 66900_C005 Final Proof page 10 17.10.2007 10:16am Compositor Name: JGanesan

5-10 Silicon Heterostructure Devices



5.4 Heterojunction Barrier Effects

In order to achieve maximum performance, SiGe HBTs must be biased at very high collector current

densities (typically, above 1.0 mA/mm2 for the first-generation SiGe HBTs). High-injection heterojunc-

tion barrier effects (HBE), which occur in all HBTs, can cause severe degradation in key transistor

metrics such as, b, gm, VA, fT, and fmax, especially at reduced temperatures. Careful transistor optimiza-

tion is therefore required to delay the onset of the HBE to well above the current density levels required

for normal circuit operation. Since the severity of the HBE is mainly determined by the amount of Ge-

induced band offset at the SiGe–Si heterointerface and the collector doping level, one needs to carefully

design the CB junction of the HBT. In order to delay the onset of Kirk effect and hence HBE, one can

easily increase the collector doping level (Ndc). Increasing Ndc, however, decreases fmax and BVCEO due to

the increase in CCB and the CB electric field, respectively, presenting serious design constraints.

The shape and position of the Ge profile in the CB region of a SiGe are critical in determining

the characteristics of the onset of HBE and the rate of degradation in HBT characteristics with

increasing JC. While large Ge grading is desirable for increasing VA, fT, and fmax of a SiGe HBT,

the increased Ge concentration at the CB junction increases the induced barrier associated with

HBE. To reduce the impact of the barrier on device performance, one can either gradually decrease

the Ge at the CB region or place the SiGe–Si heterointerface deeper inside the collector region, instead

of having an abrupt SiGe–Si transition at the interface. Obviously, these methods lead to an increase

in the total Ge content of the film, which imposes film stability (and hence manufacturing) constraints

on the fabrication process. These device design trade-offs clearly indicate that there exists no

specific design solution to completely eliminate HBE. One can, however, tailor the CB design to suit

the application at hand, and offers testament to the versatility that can be achieved with bandgap

engineering.

In Si BJTs operated under high injection in the collector, there are several phenomena that can

cause the collector and base currents to deviate from their ideal low-injection behavior (i.e., IC, IB /
eqVBE=KT ), including Kirk effect [7], Webster–Rittner effect, the IR drop associated with the base and

emitter resistances, and quasi-saturation due to collector resistance. Among these, Kirk effect (or ‘‘base

push-out’’) is usually the most important in practical Si BJTs (and SiGe HBTs). The physical basis of

Kirk effect lies in the fact that the increased minority carrier concentration in the CB region, at high

injection, is sufficient to compensate for the doping-induced charge in the CB space–charge region,

causing the space–charge region to first collapse, and then to be pushed deeper into the collector region

as JC (hence nC) rises. The displacement of the CB space–charge region effectively increases the base

width, which leads to a decrease in the collector current (JC / 1/Wb), and an increase in the base transit

time (tb / 1/W 2
b), thus causing a premature degradation in both b and fT.

The value of JC at the onset of Kirk effect (JC,Kirk) can be written generally as

JC;Kirk � qvsNdc 1þ 2«(VCB þ fbi)

qNdcW 2
epi

( )
: (5:14)

The direct relationship between the onset of Kirk effect and the collector doping level is obvious. To get a

feel for the numbers, if we assume realistic values for the uniformly doped collector (e.g., Ndc ¼
1�1017 cm�3), and an epi-layer thickness of 0.5 mm, we thus expect from Equation 5.14 that the onset of

Kirk effect will occur at approximately 1.6 mA/mm2.

Since maximum device performance is achieved at large current densities, one usually needs to

increase Ndc to provide additional immunity to Kirk effect, thereby increasing the CB electric field,

and decreasing the CB breakdown voltage. Thus, a fundamental trade-off exists in Si BJTs between

device performance (i.e., peak fT) and maximum operating voltage (i.e., BVCEO), as reflected in the

so-called ‘‘Johnson-limit’’ [8].
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In SiGe HBTs, the transition from a narrow bandgap SiGe base layer to the larger bandgap Si collector

layer introduces a valence band offset at the SiGe–Si heterointerface. Since this band offset is masked by

the band bending in the CB space–charge region during low-injection operation, it has negligible effect

on the device characteristics. At high injection, however, the collapse of original CB electric field at the

heterointerface exposes the offset, which opposes hole injection into the collector. The hole pile-up that

occurs at the heterointerface induces a conduction band barrier that then opposes the electron flow from

base to collector, causing an increase in the stored base charge which results in the sudden decrease in

both fT and fmax. The ‘‘pinning’’ of the collector current due to this induced conduction band barrier,

and the simultaneous increase in the base current due to valence band offset, causes a rapid degradation

in desirable characteristics of the SiGe HBT at a HBE onset current density, and can present serious

device and circuit design issues. This effect was first reported in Ref. [9], and later addressed by other

authors [10,11]. In addition, since the transport currents are thermally activated functions of the barrier

height, it is expected that the HBE will have a much more pronounced impact at reduced temperatures,

raising important questions about operation over a wide temperature range [11]. It is therefore essential

that the collector profile and the Ge profile be designed properly to reduce the impact of HBE on circuit

performance.

To experimentally investigate HBE, first-generation SiGe HBTs with three different Ge profiles were

measured (a 15% Ge triangle, a 10% Ge trapezoid, and an 8% Ge trapezoid), along with a comparably

designed Si BJT control. The collector profile was identical for all the transistors and was selectively

implanted to simultaneously optimize fT (at high JC) while maintaining an acceptable BVCEO of about

3.3 V. The Gummel characteristics of all the transistors are ideal across the measured temperature range of

200 to 358 K. While the SiGe HBTs and Si BJTs have differing current gains, as expected, a normalization

of b as a function of JC shows that there is a clear difference in high-injection behavior for the SiGe and Si

devices, particularly at reduced temperatures. A sensitive test for clearly observing high-injection HBE in

SiGe HBTs is to extract the transconductance (gm) at high JC from the Gummel characteristics, at high and

low temperatures. As shown in Figure 5.10, a clear dip in the gm at 200 K at JC of about 2.0 mA/mm2 can be

clearly seen. By comparing gm and b at JC ¼ 2.0 mA/mm2 between the SiGe HBTand the Si BJTat 358 and

200 K, respectively, one can easily deduce that the differences are associated with the Ge profile, and hence

are a signature of high-injection HBE. In addition, Figure 5.10 suggests that the trapezoidal Ge profiles

show a weaker degradation in gm at 200 K compared to the triangular Ge profile, because of the presence of

a smaller Ge band offset in the CB junction (15% Ge versus 8% and 10% Ge, respectively), indicating that

the specific design of the Ge profile plays a role, as expected.
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To shed light on both the physics of HBE in SiGe HBTs, as well as to determine the optimum doping

and Ge profiles for scaled SiGe HBTs, numerical device simulation is required. Figure 5.11 shows the

electric field distribution in the base–collector region of both calibrated SiGe and Si transistors at low

and high JC. Observe that at low JC, the CB built-in electric field entirely covers the SiGe–Si heterointer-

face. At high injection (JC ¼ 4.0 mA/mm2, past peak fT), however, the CB space–charge region is pushed

deep into the collector region in both transistors due to Kirk effect, and in the SiGe HBT a barrier is

formed at the original SiGe–Si heterointerface and can be clearly seen in the high-JC field distribution.

Figure 5.12 shows the evolution of the induced conduction band barrier to electrons in the SiGe HBT

as a function of JC. Clearly, the electron barrier appears only at high injection and this can be correlated

with the exposure of the SiGe–Si valence band offset (Figure 5.13). In addition, the magnitude of the

induced conduction band barrier (fB) gets larger as the device is biased progressively into higher
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injection, while at very large current densities fB eventually saturates. Although fB at a fixed JC

decreases with cooling due to the shift in operating point with temperature, its impact will be much

greater at low temperatures due to its thermally activated nature as a band-edge phenomenon.

The sudden increase in JB accompanying the barrier onset in a SiGe HBT is the result of the

accumulation of holes in the base region due to HBE. At low injection, one clearly sees that the hole

concentration in the base is unperturbed compared to a Si BJT. At high injection, however, not only is

the hole profile pushed out into the collector region (Kirk effect) but also the presence of the barrier

increases the hole concentration close to the CB junction.

A fundamental trade-off in collector profile design exists between maximizing both BVCEO and fmax in

SiGe HBTs. RF and microwave power amplifiers require large BVCEO, and therefore the collector doping

must be reduced. Obviously, such a reduction in Ndc will adversely affect the large-signal performance

due to the premature onset of HBE. One can also, in principle, ‘‘tune’’ the barrier onset by properly

adjusting the Ge retrograde profile shape. A higher Ge grading in the base region of a SiGe HBT provides

better high-frequency performance throughout the temperature range. Increasing the Ge grading,

however, necessarily increases the Ge content in the CB junction, which leads to a stronger barrier effect

at high injection. In order to reduce the impact of barrier effect in such cases, one can either more

gradually decrease the Ge or push the Ge deeper into the collector. In either case, however, one is limited

by the amount of Ge that can be added because of the stability constraints of the SiGe films.

The successful insertion of SiGe HBTs into practical systems requires accurate compact circuit models

for design. Because SiGe HBTs are typically modeled using Si BJT-based compact models (e.g., SPGP,

VBIC, MEXTRAM, or HICUM), it is important to assess the accuracy of these models for capturing

unique device phenomena such as high-injection HBE. In most compact models, the Kirk effect and

HBE are lumped into a single function, assuming the Kirk effect and barrier effect occur simultaneously.

This assumption, however, is no longer valid when the SiGe–Si heterojunction is located either in the

neutral base region or deeper in the epitaxial collector. The latter, for instance, can be true in SiGe HBTs

optimized for high breakdown voltage. Compact models can fail in this case to capture the functional

form of the fT � JC roll-off in SiGe HBTs (Figure 5.14). To accurately capture this phenomenon, a new

transit time model that decouples the two effects is needed, and is discussed in detail in Ref. [12].

Due to the presence of SiGe–Si heterojunctions in SiGe HBTs, HBEs are inherent in SiGe HBT design

and operation, and thus in some sense can be considered the most serious of the three second-order

phenomena considered in this chapter. Given this situation, HBE must always be carefully ‘‘designed
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around.’’ This is not overly difficult for low-BVCEO transistors where the collector doping is relatively

high, effectively retarding Kirk effect. For applications requiring higher breakdown voltage devices (e.g.,

power amplifiers), however, care must be taken to ensure that HBE do not adversely impact circuit

designs, and that they are accurately modeled. For HBE in SiGe HBTs we can state the following:

. HBEs fall into two general categories: (1) induced barriers due to Ge misplacement; and (2) high-

injection-induced barriers. The former can be corrected with proper growth and fabrication

techniques, and are thus not inherent to a given SiGe technology. The latter, however, can be

considered fundamental to the operation of SiGe HBTs, and must be carefully accounted for and

accurately modeled by designers.
. High-JC HBE causes a rapid degradation in b, gm, and fT once the barrier is induced. The critical

onset current density for HBE (JC,barrier) is thus a key device design parameter.
. HBEs are induced in the conduction band when the hole density in the pushed-out base under

high-JC is effectively blocked from moving into the collector by the SiGe–Si heterojunction. Both

JC and JB are strongly affected.
. For low-breakdown voltage devices, HBE and Kirk effect generally occur at similar current

densities. In higher breakdown voltage devices, or devices with deep SiGe–Si heterojunctions,

however, the two effects can occur at very different current densities, producing unusual structure

in the fT –JC characteristics, which first-order compact models do not accurately capture.
. Changes to the Ge retrograde can be used to effectively retard the onset of HBE, but at the expense

of reduced film stability.
. Changes to the collector doping profile can be used to effectively retard the onset of HBE, but at

the expense of increased CB capacitance and reduced breakdown voltage.
. The impact of HBE on device and circuit performance will rapidly worsen as the temperature

decreases, because they are band-edge phenomena.

For any SiGe HBT technology generation, it is a prudent exercise to carefully characterize the transistors

and assess the significance of HBE on the overall device response, and determine JC,barrier. This is easily

accomplished by plotting linear gm on linear JC at two temperatures (e.g., 300 and 200 K), and this

knowledge can then be communicated to circuit designers. If JC,barrier is low enough for practical

concerns, then Ge or collector profile modifications can be implemented to alleviate any problems.

When moving to a new technology generation with different Ge and doping profiles, HBE should always

be revisited.
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5.5 Summary

Important second-order effects associated with: (1) Ge grading, (2) neutral base recombination, and (3)

HBEs will always exist in SiGe HBTs, and their specific impact on actual SiGe HBT device and circuit

operation is both profile-design- and application-dependent, and thus must be carefully considered by

designers.
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6.1 Background

Because of Si-based processing, the low-frequency noise in SiGe HBTs is comparable to that in Si

BJTs, which is typically much better (lower) than in III–V HBTs [1–3]. Of particular importance is

the 1/f noise or flicker noise, which dominates at low frequency, and can be upconverted to phase noise

in RF oscillators through nonlinear I–V and C–V relationships inherent to the transistor. This results in

noise sidebands on the carrier frequency, which fundamentally limits spectral purity. Low-frequency noise

is also very important for wireless receivers utilizing zero or very low intermediate frequency (IF)

architectures.

In this chapter, we will introduce the basics of 1/f noise measurement and modeling in SiGe HBTs, its

dependence on technology scaling, implications of SiGe, and upconversion to phase noise. We will

introduce a method to determine the maximum tolerable 1/f noise level for a given RF process, which

can be used to aid process development, as the reduction of 1/f noise is quite challenging in manufac-

turing, particularly in scaled technologies with low thermal cycle.

6.2 Measurement Methods

The major 1/f noise source in SiGe HBTs is in the base current, as it is in typical polysilicon emitter

Si BJTs. In an equivalent circuit representation, this is described using a noise current source

placed between the internal base and emitter nodes. One can measure this noise current either

indirectly through measuring the collector noise voltage or directly through measuring the base noise

current.

The indirect method is relatively easier to implement in practice, and is illustrated in Figure 6.1. The

potentiometers PB and PC set the dc bias at the base and collector, respectively. Batteries are the preferred

power supplies as they have the least amount of spurious noise. The two large capacitors CB and

CC provide dynamic ac grounding. They can be left out for simplicity, but care must be exercised in

determining the effective source and load resistances seen by the transistor.
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RB is chosen to be much greater than transistor input impedance rp such that the base noise current

flows into the transistor for amplification. The voltage noise at RC is further amplified by a low-noise

preamp, and detected by a dynamic signal analyzer (DSA). The base current noise (SIB
) is obtained from

the measured collector voltage noise SVC
as

SIB
¼ SVC

(RCb)2 : (6:1)

Strictly speaking, the small-signal b should be used in Equation 6.1. If capacitor CC is not used, the

effective dynamic load resistance seen by the collector node is used in place of RC. The base bias

resistance RB typically ranges from 50 kV to 10 MV, and the collector sampling resistance RC is on the

order of 2 kV. Because of the RB >> rp requirement, very large RB is needed for measurement at low IB

values.

At low IB, the base current noise can be directly measured using a current amplifier (as shown in

Figure 6.2). A large bypass capacitance CB short-circuits the noise from the base-biasing network, and

creates a low impedance path for the base current 1/f noise. The key is to make sure that the input

impedance of the current amplifier is much lower than the transistor input impedance (rp), so that all of

RB

RC

Voltage
amplifier

DSA

PB

PC

CB

CC

ib

FIGURE 6.1 Indirect measurement of 1/f noise.

DSA

PB

PC

CB

CC

ib

Current
amplifier

GI :gain amplifier

S V = G 2i  SIB

1 MΩ

FIGURE 6.2 Direct measurement of 1/f noise.
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the base noise current flows into the current amplifier. The current amplifier output voltage is

proportional to the base noise current, and the gain of the current amplifier has units of V/A.

Figure 6.3 shows a typical low-frequency base current noise spectrum (SIB
) for a first-generation SiGe

HBT. The noise spectrum shows a clear 1/f component as well as the 2qIB shot noise level. The corner

frequency fC is determined from the intercept of the 1/f component and the 2qIB shot noise level. At

higher IB values, the 2qIB shot noise level cannot be directly observed for various reasons. The calculated

2qIB value can be used to determine fC in this case.

6.3 Physical Origins

The exact origins of 1/f noise are not well understood. A popular theory, proposed by McWhorter [4],

describes 1/f noise as a superposition of individual generation–recombination (g–r) noise. Each inter-

facial trap generates g–r noise with a Lorentzian-shaped spectral density given by

SI;i ¼
Ati

1þ (2pf p2
i )

, (6:2)

where A is the magnitude of the g–r noise, and ti is the time constant for the trapping–detrapping

process. A large number of these traps and a particular statistical distribution of ti (1/t) give rise to 1/f

spectral shape.

Figure 6.4 shows such an example of Lorentzian spectra (dashed lines), and the superpositioned

spectrum, which is approximately 1/f. This model assumes no interaction between trap levels at different

energies. If the levels interact with each other, a Lorentzian spectrum instead of 1/f spectrum may

be observed [5]. This model is expected to work well in devices with large emitter area, where a large

number of traps exist. In small emitter area devices, however, one may expect to observe a Lorentzian

shape of behavior.

Experimental data support the above trapping origin of 1/f noise in SiGe HBTs [6]. Figure 6.5a and b

shows the low-frequency noise spectra measured on SiGe HBTs with small and large emitter areas,

0.24 � 0.48 mm2 and 0.96 � 1.6 mm2, respectively. Three samples are measured for each area. The

low-frequency noise spectra show a strong deviation from 1/f behavior and a larger statistical scatter

in the small devices. The average of all samples, shown as solid lines, shows a close to 1/f frequency

dependence.

100 101 102 103 104 105

10−20

10−21

10−22

10−23

10−24

10−25

10−26

10−27

Frequency (Hz)

S
IB

 (
A

2 /
H

z)

SiGe Control
AE = 0.5�2.5 µm2

IB = 1 µA

1/f
2qIB

fC = 2.04 kHz

FIGURE 6.3 A typical low-frequency noise spectrum of a first generation SiGe HBT (AE ¼ 0.5 � 2.5 mm2, and

IB ¼ 1 mA).
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FIGURE 6.4 1/f noise as a superposition of Lorentzians.
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6.4 SiGe Profile Impact and Modeling

1/f Noise KF Factor

In general, SIB
is related to IB by

SIB
¼ KF

Ia
B

f
, (6:3)

where KF and a correspond to the KF and AF model parameters used in SPICE. a ¼ 1 is often viewed as

indication of carrier mobility fluctuations, and a ¼ 2 is often viewed as for carrier number fluctuations

[7–13]. The a for typical SiGe HBTs is close to 2, and varies only slightly with SiGe profile and collector

doping profile (2 þ 0.2).

An often-asked question is whether the introduction of SiGe in transistor base affects the 1/f noise KF

factor. Assuming that the 1/f noise is solely a function of the number of minority carriers injected into

the emitter, one may expect the same 1/f noise at a given VBE, which means the same IB for a SiGe HBT

and its Si counterpart. Thus, the 1/f noise K factor is expected to be the same. This turns out to be true

experimentally [14]. Figure 6.6 shows the SIB
at 10 Hz versus IB for three experimental SiGe HBTs and a

comparably fabricated Si BJT. The SiGe HBTs include a 10% peak Ge profile control, a 14% peak Ge

low-noise design (LN1), and an 18% peak Ge low-noise design (LN2). The Si BJT is an epi-base device.

All the devices were fabricated in the same wafer lot.

A constant IC comparison is more meaningful in the context of RFIC design, because many RF

figures-of-merit fundamentally depend on IC instead of IB (e.g., fT and fmax). In addition, NFmin, though

dependent on IB, is often compared at the same operating IC as well. If we compare SIB
at the same IC,

however, SIB
is significantly lower (better) in SiGe HBTs than in Si BJTs, because of the lower IB (higher b)

found in SiGe HBTs, all else being equal. Since SIB
/ I2

C/b2, the SIB
for the LN1 and LN2 SiGe HBTs

should be naturally lower than for the SiGe control and Si BJT because of their higher b. This is

confirmed by the measured data shown in Figure 6.7.

Geometry Dependence

The 1/f noise amplitude, as measured by the KF factor, scales inversely with the total number of carriers

in the noise-generating elements, according to Hooge’s theory [15]. The 1/f noise generated by sources

in the EB spacer oxide at the device periphery is inversely proportional to the emitter perimeter PE ¼
WE þ LE, while the 1/f noise generated by sources located at the intrinsic EB interface (i.e., the emitter
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FIGURE 6.6 Measured SIB
at 10 Hz as a function of IB for the Si BJT, the SiGe control, and the two low-noise SiGe

HBTs.
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polysilicon–silicon interface) across the emitter window is inversely proportional to the emitter area AE ¼
WELE. The KF factor is often examined as a function of the emitter area, the emitter perimeter, or the

perimeter-to-area ratio as a means of locating the contributing 1/f noise sources [9–13]. For instance, for

fixed frequency, the combination of 1/AE dependence with an IB
2 bias dependence for SIB

is consistent with

a uniform area distribution of noise-generating traps across the emitter region. In practice, caution must

be exercised in interpreting PE or AE scaling data, because test devices are often designed with the emitter

width equal to the minimum feature size, and with an emitter length much larger than the emitter width.

As a result, such data tend to scale with the emitter perimeter and area in a similar manner, making

interpretation difficult. A wide distribution of device sizes and PE/AE ratios thus needs to be used when

designing test structures for noise-scaling studies in order to make a clear distinction between PE and AE

scaling in SiGe HBTs. For all the SiGe HBTs described in ‘‘1/f Noise KF Factor,’’ the 1/f noise KF factor is

inversely proportional to AE. Equation 6.3 can thus be rewritten as

SIB
¼ K

AE

I2
B

f
¼ K

b2

1

AE

I2
C

f
; (6:4)

where K is a factor independent of the emitter area and is defined as K ¼ KFAE, where a ¼ 2 is

assumed. Equation 6.4 is written as a function of IC to facilitate technology comparisons for RFIC circuit

design, for reasons discussed above. Because the K factor for low-frequency noise is approximately

independent of base profile design, a higher b SiGe HBT has a lower SIB
, and hence generates lower phase

noise when used in RF amplifiers and oscillators. For a given operating current, a larger device can

clearly be used to reduce SIB
. This tactic, however, reduces fT because of the lower JC. The maximum

device size one can use is usually limited by this fT requirement. Optimum transistor sizing is thus

important not only for reducing NFmin, but also for reducing phase noise [14].

1/f Corner Frequency

Traditionally, 1/f noise performance is characterized by the corner frequency ( fC) figure-of-merit,

defined to be the frequency at which the 1/f noise equals the shot noise level 2qIB. Equating 6.4 with

2qIB leads to

fC ¼
KIB

2qAE

¼ KJC

2qb
; (6:5)
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FIGURE 6.7 Measured SIB
at 10 Hz as a function of IC for the Si BJT, the SiGe control, and the two low-noise SiGe

HBTs.
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where JC is the collector current density, and b is the dc b. Equation 6.5 suggests that fC is proportional

to JC and K, and inversely proportional to b. We note that this conclusion differs from that derived in

Ref. [16]. The derivation in Ref. [16] showed that fC is independent of bias current density, because a ¼
1 was assumed (i.e., according to mobility fluctuation theory). This dependence of a, however, is not the

case in typical SiGe HBTs, which show an a close to 2. Figure 6.8 shows the measured and modeled

fC – JC dependence for the devices used here. As expected, fC is the lowest in the two low-noise SiGe

HBTs, LN1 and LN2, and highest for the Si BJT. The modeling results calculated using Equation 6.5 fit

the measured data well.

Impact of Collector–Base Junction Traps

A subtle effect in SiGe HBTs is the carrier traps near the SiGe–Si growth interface, which are also referred

to as collector–base junction traps, because the SiGe–Si growth interface is right in the collector–base

junction depletion layer. These traps contribute to a recombination current in the CB ‘‘depletion’’ layer,

which is small in magnitude but strongly modulated by the CB voltage, and is responsible for the output

conductance degradation under forced-IB operation [17]. At high injection, when the electron concen-

tration in the CB depletion layer becomes comparable to the depletion charge density, the electrical

neutral base pushes out. The CB junction traps are now exposed to a large amount of electrons and

holes, resulting in a large amount of recombination current. This effect is particularly severe in high-

breakdown voltage (HBV) devices, in which collector doping is high and high injection occurs at lower

current densities.

A natural question is whether these CB junction traps contribute to low-frequency noise. By

comparing the base current and base current noise of standard and HBV devices, it was recently

found that these CB junction traps indeed produce additional 1/f noise [18]. Conceptually, one can

divide the total 1/f noise in a HBV device into two components, one due to EB junction traps and the

other due to CB junction traps. The EB noise component is a function of the emitter injection

component of the base current, and the CB noise component is a function of the CB recombination

current. Figure 6.9 shows the two 1/f noise components as a function of their respective base current

components [18]. The EB and CB 1/f noises clearly show different dependences on their respective base

current components, indicating that the 1/f noise process at the CB junction traps is different from that

in the EB junction. For circuit modeling, however, one may continue to simply model the total base

current 1/f noise as a function of the total base current, despite that there are two different 1/f noise

processes. An accurate model for the CB junction trap-induced recombination current is necessary and

has yet to be developed.
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FIGURE 6.8 Measured and modeled fC versus JC for the standard breakdown voltage Si BJT, the SiGe control, and

the two low-noise SiGe HBTs.
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Technology Scaling

The 1/f noise K factor has recently been found to increase with technology scaling [19,20]. This is likely

associated with the physical changes of the emitter–base junction composition during scaling. With

scaling, a narrow and more heavily doped base profile is used, which requires a lower thermal cycle for

the bipolar processing. The Ge grading often increases with scaling to create a higher accelerating electric

field for minority carriers. The addition of carbon in scaled SiGe HBT technologies, though a small

amount for suppressing boron outdiffusion, could inadvertently increase 1/f noise.

The increase of the 1/f noise K factor with scaling tends to increase fC,1/f . However, depending on

device design, b is often increased with scaling as well, which partially offsets the K factor increase.

Figure 6.10 shows the measured fC a function of JC for HBTs with peak fT of 50 and 120 GHz. The nature

of bipolar transistor operation necessitates a higher operating JC to realize the high-speed potential

offered by scaling. A larger JC range is thus used for the 120 GHz HBT. For a given JC , an increase of fC,1/f

is observed. At JC ¼ 2.5 mA/mm2, the 120 GHz HBT shows a fC,1/f of 1.6 MHz, which is relatively high

compared to a 50 GHz HBT at JC ¼ 1 mA/mm2. Such an increase of 1/f corner frequency, however, does

not necessarily cause an increase of the overall oscillator phase noise or the ultimate frequency

synthesizer noise, due to different mechanisms of phase noise upconversion for the base current 1/f

noise and base current shot noise [20].
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6.5 Oscillator and Synthesizer Phase Noise Issues

1/f Noise in Oscillators

So far we have considered 1/f noise measured under a given dc biasing IB. In oscillators, the situation is

more complicated as [20]:

. The base terminal IB is different from the base–emitter junction transport current IBE, because of

the capacitive charging and discharging of the junction capacitances. Only IBE generates noise.
. The noise generating IBE is ‘‘oscillating’’ by the very nature of oscillation.

Figure 6.11 compares the waveforms of the terminal IB and internal noise generating IBE in a

5.5 GHz SiGe HBT oscillator. Also shown is the VBE waveform. Clearly, a large difference exists between

IBE and IB.

Strictly speaking, one cannot simply determine the 1/f noise for an oscillating transistor from the

small signal 1/f noise measurement. Measurement of 1/f noise with a periodic large signal biasing,

however, is quite involved, particularly if high frequency is involved. In practice, the amount of 1/f noise

for an oscillating transistor is assumed to be the same as the 1/f measured at a dc biasing current

identical to the dc component of the oscillating noise generating current IBE. This is implemented in

CAD tools such as Agilent ADS.

Phase Noise Implications

In oscillators, 1/f noise is upconverted to a 1/f 3 phase noise, while all the white noise (shot noise and

thermal resistance noise) are upconverted to 1/f 2 phase noises. Figure 6.12 shows simulated phase noise

versus offset frequency for two HBTs with 50 and 120 GHz peak fT. With device scaling from 50 to

120 GHz technology, the 1/f 3 component increases by 11.4 dB, in part because of the increasing K factor.

The 1/f 2 phase noise resulting from upconversion of white noises, however, improves (decreases) by

7.2 dB with HBT scaling.

We now define the corner offset frequency, fC,offset, using the intersect of the 1/f 3 and 1/f 2 phase

noises. fC,offset is a direct measure of the importance of the phase noise upconverted from 1/f noise with

respect to the phase noise upconverted from the white noise sources. fC,offset is 595.4 Hz and 40.8 kHz for

the 50 and 120 GHz technologies (as can be seen from Figure 6.13). Note that fC,offset itself does not

contain any information on either the 1/f 3 or 1/f 2 phase noise level.

A higher fC,offset does not necessarily mean higher phase noise. In this case, the fC,offset for the 120 GHz

HBT is nearly 70� higher than for the 50 GHz HBT. The overall effect of scaling on oscillator phase
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noise is a degradation at offsets below 10 kHz, but an improvement at higher offset frequencies. In a

frequency synthesizer, if the loop bandwidth is much greater than 10 kHz, the overall synthesizer phase

noise will improve with scaling, despite increased 1/f corner frequency, as the oscillator phase noise

below 10 kHz is removed by loop feedback.

Synthesizer Phase Noise and Threshold K

In frequency synthesizers, the VCO phase noise within the loop bandwidth is suppressed by the loop

feedback mechanism. The out-of-band phase noise of the VCO, however, directly translates into

synthesizer out-of-band phase noise. From an application standpoint, if the loop bandwidth is suffi-

ciently higher than the corner offset frequency, the 1/f 3 phase noise can be completely suppressed by

loop feedback. The out-of-band noise will then be the 1/f 2 phase noise due to white noises. Using 10�
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as a criterion, the 1/f 3 phase noise is only one tenth of the 1/f 2 phase noise at the loop bandwidth offset

frequency, for a fC,offset that is one tenth of the loop bandwidth (as shown in Figure 6.14).

For a given oscillator, fC,offset decreases linearly with K according to the analysis in Section 6.4. For a

given process and loop bandwidth, a threshold K that makes fC,offset equal to one tenth of the loop

bandwidth can be defined. Once K < Kth, the synthesizer phase noise no longer decreases with further

decrease of K. One can also view this threshold K as the maximum tolerable K. This is very attractive

from a semiconductor technology development standpoint, because the 1/f K factor is sensitive to defect

level, and very challenging to minimize.

Figure 6.14 shows fC,offset versus 1/f noise K factor for two technologies of 50 and 120 GHz peak fT.

Assuming a loop bandwidth of 200 kHz, Kth is determined as K at which fC,offset ¼ 20 kHz, such that the

1/f 3 phase noise is only 10% of the 1/f 2 noise at 200 kHz. For the 50 GHz HBT, Kth ¼ 2.748 mm2, and

the actual K (2.0 � 10�9 mm2) is well below Kth. Thus 1/f noise is not a concern for synthesizer phase

noise, since practically all the 1/f 3 phase noise is suppressed by loop feedback, and the in-band noise is

limited by reference oscillator. For the 120 GHz HBT, Kth ¼ 3.73 � 10�9 mm2, which is slightly smaller

than the actual K of 8.6 � 10�8 mm2. The combination of decreasing Kth and increasing K with scaling

makes 1/f noise an increasingly important concern for phase noise of frequency synthesizers.

6.6 Summary

In this chapter, we have discussed the measurement, modeling, and system phase noise implications of

1/f noise. The 1/f noise K factor, which measures the amount of base current 1/f noise for a given IB, is

shown to be a better measure for phase noise than the traditional 1/f noise corner frequency. SiGe HBTs

with high corner frequency can still show excellent phase noise performance when used in oscillators.

For a given process, the 1/f K factor only needs to be below a certain threshold, and any further reduction

of the K factor does not help in reducing system phase noise. The threshold (Kth) is shown to decrease

with scaling. This, together with the increase of K factor with technology scaling, makes 1/f noise an

increasingly important concern with further scaling.
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7.1 Introduction

The ultimate data rate of any communication channel is constrained by the bandwidth and the signal-

to-noise ratio (SNR) of the channel [1]. As a result, the quantity of noise at any point in a signal chain

places a direct limit on how many bits per second can pass through that point for a given bandwidth and

power level. In a typical system such as a wireless receiver, noise can be introduced in a variety of ways,

including by the active devices (both bipolar and MOS) used to implement the circuits. Noise may be

added directly in band with the signal, such as in the case of a low-noise amplifier (LNA) at the front end

of a receiver chain or in the baseband amplifier near the end of the chain. In addition, nonlinearities may

allow noise to enter the channel band indirectly. For example, transistor noise in a voltage-controlled

oscillator (VCO) circuit introduces phase noise in the output sinusoid. When serving as a local

oscillator, such a signal passed to a mixer along with the data signal can cause out-of-band (e.g.,

adjacent channel) energy to fold in-band, contributing interference that degrades channel capacity in

a manner analogous to noise. While the effects of noise can be countered by increasing the energy per

bit, which translates into signal power for a given bit rate, many applications, particularly portable

systems such as cellular phones, GPS receivers, and WLAN-capable PDAs, are constrained in transmitted

or received signal power by battery life limits, transmitter–receiver distance, feasible antenna and

package size or standards and regulatory requirements. Supply voltage and amplifier gain compression

can impose an upper signal power limit as well. Thus, communication system designers seeking an

attractive trade-off between throughput, signal power, and bit-error rate demand technologies capable of

processing high-frequency signals while introducing as little noise as possible.

Both in discrete and integrated form, the SiGe HBT has emerged as an attractive low-noise solution,

combining the performance of more expensive devices such as III–V FETs and HBTs with the process

control, integration potential, and low cost associated with silicon [2,3]. The technology has been

penetrating the market steadily, beginning with cellular telephony and wireless networking parts built

in the 0.5-mm node for the 0.8 to 2.4 GHz range and progressing toward emerging applications such as

77 GHz automotive radar using the 0.13-mm node. At the same time, the SiGe HBT has proven

amenable to accurate analysis and modeling, enabling the circuit designer to achieve the cost and

time to market advantages of first-pass design success.
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7.2 HBT Noise Mechanisms and Modeling

The SiGe HBT is a vertical device, with carrier transport confined largely to low-defect bulk material. As

a result, high-frequency noise in the device under typical bias conditions is well described by a simple,

one-dimensional physical model containing five fundamental noise sources (as illustrated in Figure 7.1).

In forward bias, a voltage VBE applied across the base–emitter junction creates a net flow of electrons

over the junction energy barrier and into the base. For collector–base voltage VCB well below the

collector–base breakdown voltage BVCBO, the collector current IC consists primarily of this electron

flow. Since electrons arrive at and cross this energy barrier according to a random distribution, IC

contains shot noise with noise power described by hinjci2 ¼ 2qICB, where B is the bandwidth over which

noise power is measured [4]. Under the same conditions, the base current IB is composed primarily of

holes injected from base to emitter and contains shot noise power similarly described by hinjbi2 ¼ 2qIBB.

Although involving a common junction, each carrier type moves and crosses the E–B junction inde-

pendently of the other. Further, the space–charge and neutral–base recombination components that

contribute to both IC and IB are quite low in modern, low-defect SiGe HBTs and may typically be

neglected except at very low temperatures. As a result, noise components injc and injb are almost entirely

statistically uncorrelated [5].

Resistors are another source of thermal noise and all physically realized HBTs contain a resistance RB

in series with the base, arising from both the nonzero lateral dimension of the pinched intrinsic base and

from the extrinsic layers used to create electrical access and contact to this intrinsic region. The emitter

polysilicon contributes a second parasitic series resistance RE. These resistances generate noise compon-

ents that can be described using noise voltage sources with powers hjvnRBji2 ¼ 4kTRBB and hjvnREji2 ¼
4kTREB [4]. Although a noise voltage on the emitter terminal adds to both VBE and VCE, IC in a HBT is

quite insensitive to VCE and thus the indirect contribution of RE noise to IC via the creation of VCE noise

can be neglected. As a result, RB and RE can be combined into a single noise voltage source hjvnRji2 ¼
4kT(RB þ RE)B � 4kTRB for a modern SiGe HBT in which RE � RB. The overall noise voltage

contribution from the collector resistance RC is negligible since it is divided by the transistor voltage

gain as seen from the vantage point of the other parasitic resistances.

At sufficiently high VCB, electrons crossing the space–charge region from base to collector can acquire

enough energy to excite a valence electron to the conduction band and create an electron–hole pair.

Since the timing of an impact ionization event is statistical in nature, the resulting electrons contribute

an additional component noise to IC while the holes add a correlated component to IB. This impact

ionization noise is often neglected, but we will later demonstrate its effect on minimum noise figure

(Fmin) and describe a device design that reduces this component with few trade-offs [6].
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FIGURE 7.1 Schematic cross section of an idealized one-dimensional bipolar transistor illustrating the compon-

ents of current flow which contribute to noise.
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Relating device-modeling parameters such as RB and device performance metrics such as fT to circuit-

level noise parameters Fmin, Rn, and Gopt is essential for designing and optimizing both the structure and

layout of a HBT. One method for doing so is to represent each physical noise source as a component in a

small-signal equivalent circuit model and to then use this model to determine each noise parameter [7].

Figure 7.2 illustrates a common-emitter equivalent circuit noise model that is simple yet works

remarkably well for capturing the essential bias and frequency behaviors of the HBT noise parameters.

Collector and base shot noise are represented by noise current sources, while base resistance thermal

noise is represented by a noise voltage source. For completeness at high VCB, the impact ionization noise

contribution to IC is represented by current source inii.

A noisy two-port, such as a HBT, can be represented in an equivalent manner by two noise sources,

generally correlated, connected to an ideal, noiseless two-port [8,9]. Figure 7.3 illustrates two possible

options for doing so. Representation 1 features noise voltage source vnA and noise current source inA

connected to port 1, while Representation 2 drives ports 1 and 2 with noise current sources in1 and in2,

respectively. Either representation creates a path for calculating the noise source correlation matrix

elements, such as hjvnAji2, hjinAji2, hjvnA inA*ji2, and hjinA vnA*ji2 for Representation 1, in terms of the

four noise parameters. Casting these same matrix elements in terms of the equivalent noise circuit model

Y-parameters and noise sources, in turn, creates the bridge between the noise and device-modeling

parameters [5,7,10].

Circuit designers turn first to the minimum noise figure Fmin in evaluating the noise performance of

an RF technology. Following the above methodology and employing the equivalent noise circuit model

of Figure 7.2, Fmin can be expressed in terms of the device-modeling parameters as [5,7,10–12]

Fmin ffi 1þ n

b
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2IC

VT

(RB þ RE)
f 2

f 2
T

þ 1

b

� �
þ n2

b

s
(7:1)

which, after subtracting 1 from both sides and assuming that (RBþ RE)� RB, 1/b� 1 and E–B junction

ideality factor n � 1, simplifies to

Fmin � 1 ffi
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2IC

VT

RB
f 2

f 2
T

þ 1

b

� �s
(7:2)

This expression reveals exactly which device-modeling parameters are most critical to achieving low

minimum noise figure: RB, fT, and b. The relative importance of each parameter is a function of

frequency and of bias, which enters into the expression both explicitly as IC and implicitly in the bias

dependencies of fT and, to a lesser extent, RB.
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FIGURE 7.2 Small-signal equivalent circuit model for

a bipolar transistor, including the dominant noise

sources. Here, the total noise contributions of resist-

ances RB and RE are lumped into RB (see text for add-

itional discussion).
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Representation 1: Representation 2:

FIGURE 7.3 Two common representations of a noisy

two-port as an ideal, noiseless two-port connected to

two external noise sources.
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Frequency sweeps are important for model assessment and evaluating a device against candidate

applications as well as for providing a basis for interpolating or extrapolating to frequencies outside of

the measured range. Equation 7.2 implies that the frequency dependence of Fmin divides into two

regimes, illustrated in the linear-scale (non-dB) graph of (Fmin� 1) versus frequency for a (0.12 � 4) �
16 mm2 emitter-area SiGe HBT (200 GHz peak fT) plotted in Figure 7.4. For f 2/fT

2� 1/b (equivalently

f 2 � f 2
T/b), frequency and fT drop out and Fmin simplifies to

Fmin � 1 ffi
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2IC

VTb
RB

s
(7:3)

In this low-frequency regime, Fmin depends only on RB, IC, and b, with fT not an explicit factor except in

defining the boundaries of the regime. Low RB and high b are key to achieving low Fmin in this regime.

The frequency dependence here is flat as long as IC is held constant. However, analysis (see below) shows

that obtaining strictly optimized Fmin per frequency requires optimizing the bias for each frequency

point, leading to Fmin decreasing as the square root of frequency.

As frequency passes through the regime boundary, the behavior of Fmin shifts to

Fmin � 1 ffi f

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

VT

RB

IC

f 2
T

� �s
(7:4)

In this higher frequency regime (f 2 >> f 2
T/b), Fmin rises linearly with frequency, with a slope dependent

on RB and fT and with b no longer an important concern. In contrast with the low-frequency regime, a

value of IC that minimizes Fmin at one frequency also minimizes Fmin over all frequencies, improving

ease of test and increasing the utility of such a sweep in evaluating the device. Low RB remains essential

for achieving low Fmin as at lower frequency but high fT now becomes important as well.

When designing a low-noise circuit, a circuit designer will typically target an application-specific

frequency and examine the bias dependences of the noise parameters in order to select an optimal bias.

Although bias current IC appears in Equation 7.2 directly, fT contains an implicit IC dependence as well,

which may be expressed in reciprocal form as

1

fT

¼ 2p
VT(CEB þ CCB)

IC

þ tF

� �
(7:5)
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FIGURE 7.4 Fmin� 1 (linear scale) versus frequency for a sample 0.13-mm node SiGe HBT, illustrating

the characteristic behavior in the low-frequency ( f 2 << fT
2/b) and high-frequency ( f 2 >> fT

2/b) regimes. (From

D Greenberg. IEEE MTT-S International Microwave Symposium, Fort Worth, 2004. With permission.)
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where input capacitance (CEB þ CCB) sets the fT versus IC slope at low bias and tF determines the upper

limit that would be approached by fT at high IC if there were no high-level injection or Kirk effect. This

relationship may be substituted into Equation 7.2 to yield an expression containing fully explicit

references to IC, which may then be minimized with respect to IC to yield a minimum value of Fmin

across all currents (an RB versus IC dependence may be inserted as well for those devices in which RB

varies significantly with bias over the current range of interest).

At low frequencies in which f 2� f 2
T/b, Equation 7.3 suggests that Fmin has no minimum and can be

made arbitrarily low simply by reducing IC. The equation contains a hidden dependency on fT, however,

in the form of the frequency regime boundary defining where the equation is valid. As a result, Equation

7.3 cannot be used directly to explore the Fmin bias dependency at a given low frequency. Rather, this

dependency must be determined from Equation 7.2 and Equation 7.5 minimization, with the final result

simplified for the low-frequency regime.

In this manner, Fmin is found to have a minimum at a bias of

opt: IC ¼ fVT(CEB þ CCB)
ffiffiffi
b

p
(7:6)

This minimum depends on the capacitances looking into the base (which determine low-current fT) and

on b and is an increasing function of frequency. The actual minimum value of Fmin at this optimal bias is

given by

opt: Fmin ffi
ffiffiffi
f

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
8p2RB(CEB þ CCB)

b1=2

s
(7:7)

Figure 7.5 illustrates this behavior using a graph of (Fmin� 1) versus IC for a (0.2 � 19.2) � 2 mm2

emitter-area device (120 GHz peak fT) at 10 and 15 GHz. Good noise performance in this regime

requires low RB, a ubiquitous requirement, as well as high b and good low-current fT optimization

(low input capacitance).
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FIGURE 7.5 Fmin� 1 (linear scale) versus IC for a sample 0.18-mm node SiGe HBT illustrating the bias depend-

encies, lowest Fmin, and noise-optimal IC in the low frequency ( f 2 << fT
2/b) regime. (From D Greenberg. IEEE

MTT-S International Microwave Symposium, Fort Worth, 2004. With permission.)
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The bias dependence of Fmin at higher frequencies differs significantly as noted earlier. While the

optimal current for lowest Fmin is frequency dependent at low frequencies, Fmin is optimized by a single

value of IC for f 2 >> f 2
T/b:

opt: IC ¼
VT(CEB þ CCB)

tF

(7:8)

This bias point is a function of both the input capacitances and the current-independent fT transit time

term. Indeed, this optimal IC corresponds to a value of fT equal to one half the limit approached by fT
asymptotically at high IC neglecting high-level injection and the Kirk effect. Since peak fT can approach

85% of this limit in an actual SiGe HBT optimized for fT, the optimal noise bias can be well

approximated by finding IC corresponding to half of peak fT. The Fmin value at this IC is an increasing

function of frequency given by

opt: Fmin ffi f � 4p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2RB(CEB þ CCB)tF

p
(7:9)

Figure 7.6 illustrates this behavior using a graph of (Fmin � 1) versus IC for a (0.2 � 19.2) � 2 mm2

emitter-area device (120 GHz peak fT) at 15 and 20 GHz. Good noise performance in this regime

requires low RB and good optimization of both low- and high-current fT (low input capacitance and

short transit time tF). b does not affect noise in the higher frequency regime.

In each expression for Fmin, a parameter that scales with emitter length LE, such as IC or (CEB þ CCB),

appears in product with RB, a parameter that typically scales inversely with LE in device layouts

employing a base contact finger on each side of the emitter finger. As a result, Fmin itself is generally

insensitive to LE.

The analysis used to connect Fmin with device and modeling parameters also yields the remaining

three noise parameters, which include the real and imaginary parts of the optimal source impedance as

well as the noise resistance Rn. These parameters are key to designing an optimal source match.
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FIGURE 7.6 Fmin�1 (linear scale) versus IC for a sample 0.18-mm node SiGe HBT illustrating the bias depend-

encies, lowest Fmin, and noise-optimal IC in the high-frequency ( f 2 >> fT
2/b) regime. Inset connects noise-optimal

IC directly to the fT versus IC behavior (see text for details). (From D Greenberg. IEEE MTT-S International

Microwave Symposium, Fort Worth, 2004. With permission.)
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Under the same assumptions used to simplify the expressions for Fmin, Rn may be approximated as

Rn ffi VT=2IC þ RB (7:10)

This is merely the sum of the small-signal impedance of the emitter–base diode (as seen from the emitter

terminal and assuming IE � IC) and the base resistance. Rn is dominated by the former term at low

currents and approaches RB as bias increases. Low values of RB, achieved through either process

improvements or through layouts featuring long LE, can result in quite low noise resistances and thus

to devices that are very tolerant of mismatch and thus more readily able to achieve circuit noise figures

close to Fmin despite process variation.

Shifting the real or resistive portion of the optimal source impedance toward the desired system

impedance (typically 50 V) is the most challenging aspect of achieving a good match using integrated

passives with values of Q that are low compared to discrete off-chip equivalents. This impedance

component may, under a wide range of conditions, be simplified to

Ropt ffi
2Rn

Fmin � 1
¼ VT

2IC

þ RB

� �
2

Fmin � 1
(7:11)

While Fmin, and thus the second factor in this expression, does not change with emitter finger length LE,

both terms in the first factor scale inversely with this dimension, allowing the designer to target a value

of Ropt as close to 50 V as is possible within limits set by additional sizing constraints such as available

chip area and power budget (impacted by IC).

7.3 Noise Performance Overview and Trends

Continuous progress in both vertical and lateral scaling as well as innovations in processing and

structure have led to a steady increase in the peak fT and fMAX for the highest performance HBT at

each SiGe BiCMOS lithography node [2,3,13–17,19–22]. These improvements in fMAX have, in large

part, stemmed from the steady reduction in normalized base resistance RB illustrated in Figure 7.7 and
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FIGURE 7.7 RB (normalized to emitter finger length LE) versus technology node for IBM SiGe HBTs, illustrating

the improvement with generation from lateral scaling and structural innovation. (From D Greenberg, S Sweeney,

B Jagannathan, G Freeman, and D Ahlgren. Proceedings of the Topical Meeting on Silicon Monolithic Integrated

Circuits in RF Systems, Grainau, 2003. With permission.)
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achieved through advancements such as the raised extrinsic base structure described elsewhere in

this book [2,3]. The fT and RB trends have reaped parallel rewards in noise performance, driving

Fmin down and GA up with each generation. The result is a selection of SiGe BiCMOS technologies

available to the circuit designer at a variety of cost-performance points and enabling the feasible use

of silicon technology to implement noise-sensitive applications at an increasingly broader range of

frequencies.

The HBT performance at a given technology node is a function not only of the node, but of deliberate

trade-offs designed to satisfy application requirements. A high-performance technology may not only a

include a flagship HBT optimized for fT and fMAX but also additional variants trading some peak fT for

other properties such as higher breakdown voltage. Furthermore, an entire technology may be tuned for

a market niche, such as high-volume consumer wireless applications for which low cost is paramount

over maximum performance. Noise performance varies with choice of technology node and application

optimization as well (as illustrated in Figure 7.8) [13]. The figure plots minimum Fmin (optimized over

IC bias) versus frequency for a sampling of high-performance technologies at the 0.5-, 0.18-, and

0.13-mm nodes, together with a cost-reduced variant at the 0.18-mm node. A performance range selected

from commercial data sheets for the current industry low-noise favorite, the GaAs PHEMT, is also

indicated for reference.

With a peak fT of 45 GHz and a normalized base resistance of 400 V mm, the 0.5-mm node maintains

Fmin values below 1 dB out to �5 GHz and below 2 dB out to �10 GHz. This level of performance is

suitable for receiver front-ends for cost-sensitive, high-volume applications including GSM, CDMA, and

802.11b, as evidenced by the commercial availability of SiGe parts for these markets.

At the 0.18-mm node, vertical scaling increases the peak fT of performance-optimized HBTs to

120 GHz while lateral scaling and process optimization reduce normalized RB by 30%, to below

280 V mm. The scaling of both parameters has a direct impact on Fmin, which decreases by more than

1 dB at 10 GHz and by more than 2 dB at 26 GHz [14]. This improvement means that Fmin remains

below 1 dB at �12 GHz and below 2 dB at �23 GHz. As a result, the 0.18-mm node can address higher

application frequencies while providing for greater digital content integration due to improved digital

logic performance and density.
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FIGURE 7.8 HBT noise figure Fmin versus frequency for four SiGe BiCMOS technologies, including three high-

performance ( fT emphasized) variants at the 0.5-, 0.18-, and 0.13-mm nodes as well as a cost-reduced (and slightly

higher breakdown voltage) variant at the 0.18-mm node. (From D Greenberg. IEEE MTT-S International Microwave

Symposium, Fort Worth, 2004. With permission.)
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Although the 0.18-mm node HBT may be tuned for high fT, cellular telephony, and wireless network-

ing applications below 6 GHz may prioritize cost over high-frequency capability, such markets can be

addressed through cost-reduced technology variants, which eliminate process steps and retune the

collector doping for an application-optimized combination of peak fT and breakdown voltage. Although

these modifications reduce peak fT by shifting the onset of the Kirk effect to lower IC, values of fT, and

thus of Fmin, at currents below the Kirk effect onset is impacted to a much lower extent. As a result, Fmin

for the cost-reduced process suffers only minor degradation (0.1 dB at 5 GHz and 0.5 dB at 26 GHz)

compared with that of the high-performance process and still represents a significant advance over the

0.5-mm node.

The 0.13-mm node introduces a leap in noise performance, due not only to an increase in fT to over

200 GHz but to a further 68% reduction in normalized RB to 90 V mm as well [2,3]. This large RB

improvement results in part from lateral scaling but stems primarily from a shift to a new HBT design

featuring a separate, raised polysilicon layer as the extrinsic base [2]. The use of a separate layer rather

than a layer shared with the intrinsic base decouples RB and CCB and allows the introduction of much

more extrinsic base doping without increasing CCB and losing gain. As a result, Fmin remains below

0.4 dB beyond 12 GHz and rises to only 1.3 dB at 26.5 GHz [16,17]. This level of performance falls within

the range established using the data sheets for GaAs PHEMTs currently on the commercial market,

placing silicon within one generation of this benchmark.

Guidelines drawn atop the 0.13 mm data in Figure 7.8 highlight the frequency dependencies expected

from Equation 7.2 and illustrated in Figure 7.4. Fmin is flat with frequency in the low-frequency regime

and rises linearly with frequency once f 2 exceeds f 2
T/b. The flat region seems absent from the 0.5- and

0.18-mm nodes, but this is due simply to the lower fT of these nodes, which positions the regime

boundary below the measured frequency range.

The bias dependencies of both Fmin and associated gain GA are critical inputs to the design process.

Figure 7.9 and Figure 7.10 explore the 0.18- and 0.13-mm nodes, plotting both Fmin and GA versus IC in

order to compare high-performance (hollow symbols) and cost-reduced (solid symbols) variants from

this important perspective [14–17]. As described analytically in Equation 7.6 and Equation 7.8, Fmin is

indeed minimized at a particular bias for any given frequency, with this bias a function of frequency at

low frequencies and independent of frequency at higher frequencies. Even at the highest plotted

frequency of 25 GHz, this optimal collector bias for lowest Fmin in the 0.18-mm node occurs at only

5 mA, which is a mere 8% of the peak fT current for the illustrated device. This result emphasizes that

noise performance is tied to low-current fT and not to peak values.

Although Fmin is minimized at a unique current, associated gain rises monotonically with current.

This behavior requires that the designer selects an optimal balance between achieving lowest Fmin and

higher GA based on the requirements of the application.

Reducing cost in the 0.18-mm node increases Fmin somewhat, with this degradation an increasing

function of frequency. Since low-current fT is similar between the process variants, most of this

difference is due to RB, which benefits from a more complex, self-aligned structure in the high-

performance variant. Despite the modestly increased Fmin in the cost-reduced variant, however, GA is

actually improved as the result of the reduced collector–base capacitance CCB that arises from reducing

the collector doping to achieve higher breakdown voltage.

Measuring noise at frequencies beyond 26.5 GHz is challenging and the means to do so may not yet

be available on many test benches. The excellent correlation in the HBT between data and analytical

prediction for Fmin versus frequency provides a means for accurate extrapolation of the data to

frequencies beyond the testing boundaries, however, and thus a means for helping the designer evaluate

the suitability of new technologies for emerging applications. As an example, Figure 7.11 plots (Fmin� 1)

versus frequency on a linear scale for a 0.13-mm HBT, with the axis taken out to 80 GHz and with data

plotted out to 26 GHz. Fmin rises linearity with frequency above 8 GHz and is well-fit by a line using the

least-squares method. The fit line may then be extended with reasonable accuracy for at least 1 to 2

octaves beyond the measured data and the resulting Fmin values expressed in dB form for more familiar

reference. This method predicts Fmin values for the 0.13-mm HBT of 3.1 and 3.8 dB at 60 and 77 GHz,
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respectively [16,17]. Such levels of performance are suitable for applications such as 60 GHz wireless

LAN and 77 GHz automotive radar, opening a high-frequency regime to silicon that was once the

exclusive domain of III–V devices. Recent circuit results verifying these noise figure values appear later in

the chapter [40].

It is significantly more difficult to achieve noise figures close to Fmin after integrating a transistor into

a circuit such as an LNA than when measuring the discrete device on the test bench. Part of this difficulty

stems from the need for high Q passives to achieve the required source impedance match, especially

when this match differs significantly from 50 V and resides near the outer edges of the Smith chart.
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FIGURE 7.9 HBT noise figure Fmin and associated gain GA versus IC at 5, 10, 15, and 26 GHz for high-performance

and cost-reduced variants of 0.18-mm IBM SiGe BiCMOS technology (AE ¼ 0.18 � 20 � 2 mm2). (From DR

Greenberg, D Ahlgren, G Freeman, S Subbanna, V Radisic, DS Harvey, C Webster, and L Larson. Digest IEEE MTT-S

International Microwave Symposium, Boston, 2000, pp. 9–12; D Greenberg, S Sweeney, C LaMothe, K Jenkins,

D Friedman, B Martin Jr, G Freeman, D Ahlgren, S Subbanna, and A Joseph. Technical Digest IEEE International

Electron Devices Meeting, Washington, DC, 2001, pp. 495–498. With permission.)
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The challenge is compounded by process variation, which introduces a random degree of mismatch into

each sample. The impact of this design challenge is observed most readily when designing with FETs,

which suffer from relatively high noise resistance and from largely capacitive optimum source imped-

ances with very high real components. The HBT, however, fares much better in this regard, leading to

LNA circuits that approach the measured device Fmin more closely. Figure 7.12 and Figure 7.13 illustrate

the key matching parameters for a (0.2 � 4) � 16 mm2 HBT, plotting Rn versus IC and showing Gopt in

Smith chart form at 10, 15, 20, and 26 GHz [16,17]. The very low RB at this technology node leads to

correspondingly low Rn, an order of magnitude lower than observed in FETs at the same node. At the

same time, Gopt remains comfortably away from the Smith chart edge, with the real portion of the

optimum source impedance remaining within a factor of 5 of 50 V at the chosen device size. In practice,

the LE scaling required to design a value of Ropt close to 50 V at a target application frequency is typically

well within feasible limits for the SiGe HBT.
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FIGURE 7.10 Noise figure Fmin and associated gain GA versus IC at 10, 15, and 26 GHz for a 0.13-mm IBM SiGe

HBT (noise-optimized layout with AE ¼ 0.12 � 4 � 16 mm2). (From DR Greenberg, B Jagannathan, S Sweeney,

G Freeman, and D Ahlgren. Technical Digest IEEE International Electron Devices Meeting, San Francisco, 2002,

pp. 787–790; D Greenberg, S Sweeney, B Jagannathan, G Freeman, and D Ahlgren. Proceedings of the Topical

Meeting on Silicon Monolithic Integrated Circuits in RF Systems, Grainau, 2003. With permission.)
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7.4 Device Optimization for Low Noise

SiGe HBT technologies, designed to suit the widest possible range of applications, are already achieving

outstanding levels of noise performance suitable for use to beyond 60 GHz. Still, the relationships

between the noise and device parameters explored in Section 7.2 suggest the means for optimizing

noise performance even further.
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FIGURE 7.11 Fmin � 1 (linear scale) versus frequency for a 0.13-mm IBM SiGe HBT illustrating a means for

accurate extrapolation beyond the measured data and indicating Fmin estimates of 3.1 and 3.8 dB at 60 and 77 GHz,

respectively. (From DR Greenberg, B Jagannathan, S Sweeney, G Freeman, and D Ahlgren. Technical Digest IEEE

International Electron Devices Meeting, San Francisco, 2002, pp. 787–790; D Greenberg, S Sweeney, B Jagannathan,

G Freeman, and D Ahlgren. Proceedings of the Topical Meeting on Silicon Monolithic Integrated Circuits in RF

Systems, Grainau, 2003. With permission.)
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FIGURE 7.12 Noise resistance Rn versus IC at 10 and 26 GHz for a 0.13-mm IBM SiGe HBT (noise-optimized

layout with AE ¼ 0.12 � 4� 16 mm2). (From DR Greenberg, B Jagannathan, S Sweeney, G Freeman, and D Ahlgren.
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The use conditions for a modern HBT typically fall within the domain of Equation 7.9, which relates

bias-optimized Fmin to the product of three parameters under the direct control of the device designer.

At any given frequency, this Fmin can be improved by reducing RB, (CEB þ CCB) or tF, with each playing

an equal role.

The impact of RB on Fmin may be isolated empirically by varying the fabrication process so as to alter

RB while keeping all other design parameters fixed. Figure 7.14 plots Fmin versus frequency for two

variants of a 0.13-mm process employing a raised extrinsic base to decouple the trade-off between RB

and CCB. Compared with baseline process no. 1, process no. 2 introduces significantly more extrinsic

base doping and reduces RB by 40% from 140 to 85 V mm [2,3]. This lone process improvement drops

Fmin by an average of 0.3 to 0.4 dB at frequencies above 8 GHz (below which Fmin becomes too low for

clean measurement) [16,17].

Fmin may also be improved through the independent approach of reducing the several components of

transit time, which limit f T at the optimal IC for lowest noise. Since Fmin occurs well below peak f T in a

HBT, design choices aimed at peak f T may be traded for improved low-current f T instead. The

SiGe composition profile in the base is one such design-tuning knob. In a graded-base HBT design

optimized for operation at the higher currents required to reach peak f T, significant SiGe mole fraction

is maintained not only through the neutral base, but into the base–collector space–charge region as well,

where the composition transitions back to silicon. This positions the barrier from the steep profile

retrograde within the space–charge region where it causes minimal carrier pileup and thus minimal

performance impact at high IC. Although the total SiGe budget is limited by the maximum strain that

can be tolerated in a base of given thickness, a noise-optimized HBT design, freed of the need to operate

at high IC, can partition this budget differently and shift SiGe mole fraction from the collector side of the

base toward the emitter [18]. As illustrated in the Figure 7.15 (inset), this creates a narrower profile,

positioning the retrograde barrier closer to the neutral base but allowing for either a larger emitter–base

−0.2

−0.5

−1.0

−2.0

−5.0

0.2

0.5

1.0

2.0

5.0

5.02.01.00.5

26

10 GHz

0.2

FIGURE 7.13 Gopt bias traces on a Smith chart at 10 and 26 GHz for a 0.13-mm IBM SiGe HBT (noise-optimized

layout with AE ¼ 0.12 � 4 � 16 mm2). Position away from chart edge suggests relatively easy matching to 50 V.

(From DR Greenberg, B Jagannathan, S Sweeney, G Freeman, and D Ahlgren. Technical Digest IEEE International

Electron Devices Meeting, San Francisco, 2002, pp. 787–790; D Greenberg, S Sweeney, B Jagannathan, G Freeman,

and D Ahlgren. Proceedings of the Topical Meeting on Silicon Monolithic Integrated Circuits in RF Systems,

Grainau, 2003. With permission.)
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heterojunction or, in the case of a graded-profile design, for a steeper SiGe ramp. A larger

emitter–base heterojunction can be leveraged to increase b (reducing Fmin in the low-frequency regime)

or to increase intrinsic base doping and thus to decrease RB (reducing Fmin at all frequencies). A steeper

SiGe ramp creates a strong quasielectric field for electrons in the base, increasing their speed and

decreasing tF. Low-noise profile optimization has indeed been demonstrated. Figure 7.15 compares

Fmin versus IC at 2 GHz for a standard high-fT (45 GHz) 0.5-mm device with a variant containing a

noise-optimized graded SiGe base profile. The optimized profile reduces Fmin by as much as 0.3 dB.

The data analysis presented to this point has ignored the effects of impact ionization, a source of noise

included in the equivalent circuit model of Figure 7.2. This simplification is valid as long as the
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collector–base and collector–emitter voltages remain well below the respective two-terminal breakdown

voltages BVCBO and BVCEO. As breakdown is approached, however, impact ionization can begin

to contribute significantly to the noise figure. One goal in optimizing a HBT design for low noise is to

suppress this phenomenon and its impact on noise. Reducing the collector doping is one approach

to achieving this goal. As discussed in Section 7.3, lowering the collector doping decreases peak fT by

shifting the onset of the Kirk effect toward lower IC yet has little impact on fT or Fmin prior to this onset.

The fT for a device optimized for the least impact ionization noise should therefore peak at a value of IC

at or just beyond the bias for best Fmin. Such a design minimizes the collector doping and maximizes the

breakdown voltage [6]. Figure 7.16 plots Fmin versus IC for both a high-fT (200 GHz) HBT (with a BVCEO

of 2 V) and a medium-performance (collector-doping-reduced) variant in the 0.13-mm node, compar-

ing the noise performance as VCB is stepped from 0 to 2 V (i.e., VCE from �0.8 to �2.8 V).

A reduced collector doping does create a large VCB dependence to the Kirk effect, requiring a VCB

greater than 0.5 V (VCE >1.3 V) to position peak fT current beyond the optimum Fmin bias point. At

larger VCB, however, Fmin for the medium-performance device maintains its value with further VCB

increases while Fmin in the high-fT device degrades significantly from impact ionization, particularly at

higher IC. At a VCB value of 1 V, VCE is approximately 1.8 V and thus below BVCEO. Yet, noise in the high-

fT HBT has already degraded measurably. By the time VCB reaches 1.75 V, impact ionization in the

high-fT HBT is severe and minimum Fmin has increased by over 0.75 dB. The modified device shows no

such excess noise contribution at these voltages, however, and actually enjoys improved associated gain

from the reduction in CCB resulting from the lower collector doping. Thus, the high-breakdown HBT

variant offered in the device libraries of many SiGe technologies, while not providing the highest peak fT,

can actually be the preferred choice for low-noise operation at typical supply voltages.

7.5 Circuit Performance

Device performance on the test bench does not always translate into performance in an integrated

circuit. For example, LNA performance can be limited by the performance of available inductors which,

due to their finite Q, may not always be able to achieve a noise-optimal match and which contribute

noise of their own. The matching characteristics of the SiGe HBT, however, help ease good LNA design
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116. With permission.)
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compared with those of FETs. HBT LNA noise figures, while still higher than those of the discrete device,

can nevertheless come quite close. Figure 7.17 surveys both noise figure and gain for published or

commercially available LNAs built in a variety of technology nodes ranging from 0.5 to 0.13 mm [22–39].

The results at any given node vary greatly due to differences in design priorities and the learning curve

associated with design in newly available technologies. However, the bounding limits approach discrete

device test bench values and demonstrate the levels of performance possible in silicon over a wide range

of frequencies. At the high end of the frequency scale, an LNA noise figure of 3.8 dB has been achieved at

60 GHz, with a corresponding gain of 14.5 dB (including the impact of the bondpads) [40]. This noise

figure falls within 0.7 dB of the device Fmin estimated in Figure 7.11. A more complete characterization

of this result is shown in Figure 7.18, which plots the noise figure and gain as a function of frequency and

presents a microphotograph of the actual measured chip.
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pad parasitics) built in IBM’s 0.13-mm SiGe technology and demonstrating a sub-4 dB noise figure consistent with
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International Solid-State Circuits Conference, San Francisco, 2004, pp. 442–443. With permission.)
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7.6 Summary

Each generation of SiGe HBT technology has leveraged scaling, process, and layout innovations to improve

low-noise performance. The key contributors to these advances have been the increase in fTand decrease in

RB at low to moderate current levels, factors which dovetail naturally with the drive to increase fMAX. As a

result, the 0.5-mm generation has been able to penetrate the wireless telephony and networking markets in

the 0.8 to 5.8 GHz bands while the latest 0.13-mm generation has demonstrated sub-4 dB performance in

actual circuits in the 60 to 77 GHz regime targeted by emerging multimedia and automotive applications.

Designers working on noise-sensitive systems have a choice of technology nodes with which to balance cost

against performance and integration density. At the same time, the nature of the HBT as a vertical, bulk

transistor has kept the device amenable to the detailed analysis and accurate modeling that has helped

speed time to market through a strong record of first-pass design success. A variety of ideas have been

proposed for optimizing noise still further, many of which will undoubtedly find their way into the

technology as SiGe spreads out into the many untapped market niches.
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8.1 Introduction

The major noise sources in a bipolar transistor are the base resistance thermal noise, or Johnson noise,

the base current shot noise, and the collector current shot noise. The base resistance thermal noise

is typically described by a noise voltage with a spectral density of 4kTR, and the shot noise is described

by a spectral density of 2qI, with I as the DC base current or collector current. These descriptions

are based on macroscopic views. The standard derivation of the magic 2qI shot noise assumes a

Poisson stream of an elementary charge q. These charges need to overcome a potential barrier, and

thus flow in a completely uncorrelated manner. In a bipolar transistor, the base current shot noise 2qIB

results from the flow of base majority holes across the EB junction potential barrier. The reason that

IB appears in the base shot noise is that the amount of hole current overcoming the EB barrier is

determined by the minority hole current in the emitter, IB. Similarly, the collector current shot noise

results from the flow of emitter majority electrons over the EB junction potential barrier, and has a

spectral density of 2qIC.

Surprisingly, however, both the 4kTR resistor noise and the 2qI shot noise can be attributed to the

same physical origin at the microscopic level—the Brownian motion of electrons and holes, also referred

to as diffusion noise as the same mechanism is responsible for diffusion. The thermal motion of carriers

gives rise to fluctuations of carrier velocities, and hence fluctuations of current densities. The density of

such current density fluctuation is 4q2nDn according to microscopic treatment of carrier motion [1,2].

The current density fluctuation at each location propagates toward device terminals, giving rise to device

terminal voltage or current noise. The problem of noise analysis is now equivalent to solving the transfer

functions of noise propagation at each location and summing over the whole device space. These

transfer functions can be solved analytically for ideal transistor operation with simplified boundary

conditions, or numerically for arbitrary device structures, and the latter process is referred to as

microscopic noise simulation.
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Various mathematical methods have been developed, all based on the impedance field method

developed by Schockley and his colleagues [1] and its various generalizations. A very satisfying

early application is the successful derivation of the 4kTR Johnson noise, a macroscopic model

result, from the microscopic 4q2nDn noise source density. The impedance field approach is equivalent

to the Green’s function based approaches [3], which can be rigorously derived from the general

master equation. Efficient numerical algorithms have been developed, which enabled the recent

implementation of noise analysis in commercial device simulators, e.g., DESSIS from ISE and Taurus

from TMA.

8.2 Noise Source Density and Noise Propagation

The mathematical development of various microscopic noise simulation methods has been well treated

in Refs. [4,5]. We will focus on the aspects of using noise simulations instead. The key to successful

application of microscopic noise simulation is to understand the following three concepts:

1. Noise source density, which is a measure of the local current density noise due to velocity

fluctuation. This is a scalar, like the electron density, and is a function of position.

2. Vector noise transfer function, or vector Green’s function, which is the gradient of the scalar

Green’s function. This is a vector like the electric field.

3. Scalar Green’s function, or scalar noise transfer function, is a ratio of the transistor terminal

noise produced for a unity noise current injection into a location.

All the three quantities are functions of location, like electron density n, electric field E, and potential

c. We now derive the collector shot noise using ‘‘microscopic’’ theory as an example to illustrate

the above concepts [6]. Like any other analytical theories, simplifying assumptions are inevitable to

arrive at manageable solutions in our derivation. Many such assumptions can be removed using

numerical noise simulation. We will consider one-dimensional, and neglect carrier recombination,

which will necessitate including frequency in the small signal diffusion equation, in order to minimize

complexity.

Noise Source Density

Consider a one-dimensional semiconductor bar as shown in Figure 8.1. For purpose of analysis,

we divide the bar into small sections. The current density is related to carrier concentration and

velocity as

Jn ¼ �qnv, (8:1)

where n is electron concentration and v is the net velocity. Because of velocity fluctuation, there

is random charge transport within an incremental section. This can be equivalently described by

x x + ∆x 
∆x 

A

∆Jn 

FIGURE 8.1 Equivalent circuit representation of the current density noise due to velocity fluctuations within an

incremental section from x to x þ Dx.
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placing a noise current source across the incremental section. A fundamental result of velocity fluctu-

ation is that the spectrum density of the DJn fluctuation for an incremental section between x and xþ Dx

is given by

SDJn
¼ Kn

1

ADx
: (8:2)

The current density fluctuation increases with decreasing ADx, the volume of the incremental section.

Here A is the cross-sectional area of the one-dimensional bar, Dx is the length of the incremental section

in question, and Kn is the electron noise source density [1,2]:

Kn ¼ 4q2nDn , (8:3)

where n is electron concentration and Dn is electron diffusivity. Equation 8.2 and Equation 8.3 are

physically plausible, and consistent with our physical intuitions that statistical fluctuation increases with

decreasing size, increasing diffusivity as well as increasing electron concentration.

Now consider the neutral base of an ideal one-dimensional bipolar transistor. The purpose is to solve

for the collector current noise resulting from current density fluctuations within all the incremental

sections when the base and collector are AC shorted (as shown in Figure 8.2a).

Scalar and Vector Green’s Functions

The first step is to consider the amount of JC noise resulting from the current density noise within

(x, xþ Dx), DJn, the spectral density of which is described by Equation 8.2. This is equivalent to injecting

DJn at x and extracting DJn at x þ Dx (as shown in Figure 8.2b). If we define the current gain G as the

ratio of the DJn observed at Wb to a current excitation at x alone, the net DJn (Wb) can be written as

DJn(Wb) ¼ DJnG(x)� DJnG(x þ Dx) ¼ �DJnG0Dx (8:4)

0 Wb

Wb

∆Jn 

x x + ∆x 

∆JC 

Neutral base

0 ∆Jn 

Neutral base

x x + ∆x 

∆Jn 

∆Jn(0) ∆Jn (Wb)

(a)

(b)

∆x 

∆x 

FIGURE 8.2 (a) Equivalent circuit for the the noise propagation from an incremental section (x , x þ Dx) toward

the collector. (b) An alternative equivalent circuit for the noise propagation from an incremental section (x , x þ Dx)

toward the collector.
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where G 0 � dG(x)/dx is the vector Green’s function. G(x) is the scalar Green’s function. The collector

current density noise is essentially DJn(Wb). Thus

DSJC
¼ SDJn

G 0j j2Dx2: (8:5)

Similarly, one can solve for the open-circuit noise voltage with an open-circuit boundary condition. The

G(x) will then be the ratio of the voltage output at x ¼ Wb to a current excitation at x , an impedance.

The vector defined by G 0 ¼ dG(x)/dx has the meaning of a field defined using the gradient of an

impedance function, and is thus called impedance field. The open-circuit voltage and short-circuit

current noises are equivalent to each other, similar to the equivalence between Norton and Thevenin

equivalent circuits.

Green’s Function Evaluation and Boundary Conditions

To evaluate G(x), we evaluate the amount of DJn (Wb) produced by an excitation DJn at x alone (as

shown in Figure 8.3). At the neutral base boundaries, we assume that the quasi-Fermi levels remain fixed

at the levels set by the applied voltages, which implies that the minority carrier concentration changes

are zero:

Dn(0) ¼ 0, (8:6)

Dn(Wb) ¼ 0: (8:7)

To avoid confusion, we will use x 0 to denote the distance in the neutral base, and use x to denote the

injection point. Assuming constant diffusivity, zero base electric field, zero recombination, the minority

electron current in a homogeneous p-type base under small signal excitations can be obtained from

linearization of its large signal expression as

∆n 

0 Wb

∆n (x )
∆Jn(x �) 

x
x�

x�

0 Wb
∆Jn 

x

Neutral base

∆Jn(0) ∆Jn(Wb)

0 Wb

∆Jn(0) 

∆Jn(Wb) 

x

∆Jn 

0

FIGURE 8.3 Solution of the scalar Green’s function G(x) using an excitation of DJn at x 0 ¼ x.
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DJn(x0) ¼ qDn

dDn(x0)

dx0
, (8:8)

DJn (x 0) is constant from x 0 ¼ 0 to x as there is no recombination, and must be equal to DJn(0). Using

Equation 8.6 and integrating Equation 8.8 from 0 to x,

DJn(0)� (x � 0) ¼ qDn½Dn(x)� 0�: (8:9)

DJn(0) is now related to Dn(x):

DJn(0) ¼ qDnDn(x)

x
: (8:10)

Similarly, DJn (x 0) is constant from x to Wb, and must be equal to DJn(Wb). Using Equation 8.7 and

integrating Equation 8.8 from x 0 ¼ x to Wb,

DJn(Wb)� (Wb � x) ¼ qDn½0� Dn(x)�; (8:11)

DJn(Wb) is thus obtained as

DJn(Wb) ¼ � qDnDn(x)

Wb � x
: (8:12)

A sudden change from DJn (0) to DJn (Wb) occurs at x 0 ¼ x, because of the DJn injection:

DJn ¼ DJn(Wb)� DJn(0) ¼ qDn(� 1)Dn(x)
1

Wb � x
þ 1

x

� �
: (8:13)

Using Equation 8.12 and Equation 8.13, G(x) is obtained as

G(x) ¼ DJn(Wb)

DJn

¼

1

Wb � x
1

Wb � x
þ 1

x

¼ x

Wb

: (8:14)

We note that G(x) is dimensionless, as it represents a current gain. In this case, G(x) is simply x/Wb. In

general, however, G(x) is a frequency-dependent complex number.

G 0 is readily evaluated as

G 0(x) ¼ dG(x)

dx
¼ 1

Wb

: (8:15)

G 0(x) is position-independent in this case, and therefore, the final noise for each section is determined by

the noise source density.

Recall that the spectral density of DJn for the incremental section (x, xþDx) is given by Equation 8.2,

which is rewritten as

SDJn
¼ 4q2Dnn(x)

1

ADx
: (8:16)
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Substituting Equation 8.16 and Equation 8.15 into Equation 8.5,

DSJC
¼ 4q2Dnn(x)

1

A

1

W 2
b

Dx: (8:17)

Replacing Dx by dx, and integrating from 0 to Wb, one obtains the total noise SJC
as

SJC
¼
ðWd

0

dSJC

¼
ðWb

0

4q2Dnn(x)
1

A

1

W 2
b

dx

¼ 4q2Dn
1

A

1

W 2
b

ðWb

0

n(x)dx ¼ 4q2Dn
1

A

1

W 2
b

n(0)

2
Wb

¼ 2q
qDnn(0)

Wb

1

A
¼ 2qJC

1

A (8:18)

where we used:

JC ¼
qDnn(0)

Wb

, (8:19)

a direct result of linear minority carrier distribution in an ideal bipolar transistor. JC is related to IC by

IC ¼ AJC, thus:

SIC
¼ A2SJC

¼ 2qIC : (8:20)

The base current shot noise can be derived in the same manner:

SIB
¼ 2qIB: (8:21)

Noise Concentration

In practice, one may only be interested in the terminal noise produced by a unit volume at a given

location, that is, dSJC
/dx in our one-dimensional bipolar example. Just like one can calculate the total

number of electrons in the device by integrating electron concentration, one can calculate the total

terminal noise current or voltage by integrating the noise concentration. A plot of the noise concentra-

tion immediately shows where most of the noise comes from within the physical structure of the device.

Obviously, if one desires to understand the details of the noise concentration plot, one would have to

examine the noise source density and the Green’s functions.

8.3 Input Voltage and Current Noise Concentrations

The results of microscopic noise simulation are typically given for either the open-circuit noise voltages

or the short-circuit noise currents. However, for noise optimization, the input noise current and voltage

for a chain representation are the most convenient, and directly relate to NFmin, Yopt, and Rn. The

microscopic noise concentrations for the input noise current, voltage, and their correlation Sia
, Sva

, and

Siav*
a

facilitate identification of major noise sources within the transistor physical structure, leading to

device-level optimization (e.g., doping profile, Ge profile, and device layout) with respect to the noise

parameters, and can be obtained as follows [7].
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Consider the transistor as a noisy linear two port. The open-circuit noise voltage parameters are

obtained by integrating the ‘‘noise concentration’’ over the device volume

Sn ¼
ð

V

CSn
dV; (8:22)

where n is v1, v2, or v1v*
2. For instance CSv 1

is the ‘‘concentration’’ (volume density) of Sv1
, and has a unit

of V2/Hz/cm3. CSv 1
CSv 2

and CS
v1 v

*
2

are solved in TCAD tools, including DESSIS and TAURUS [8,9]. In

principle, the boundary conditions can be modified to directly solve for the ‘‘concentration’’ of the chain

representation noise parameters Sia
, Sva

, and Siav*
a
. This, however, has not been implemented in device

simulators. The problem can be circumvented by postprocessing of CSv 1
, CSv 2

, and CS
v1 v*

2

which requires

no code development by TCAD vendors [7]:

CSva
CS

va i*a

CS
ia v*

a

CSia

" #
¼ T :

CSv1
CS

v1 v
*
2

CS
v2 v

*
1

CSv2

" #
T y; (8:23)

where

T ¼ 1 �A11

0 �A21

� �
, (8:24)

where A11 and A21 are elements of the ABCD parameter matrix A. T y is the transposed conjugate of T.

Integration of the obtained chain representation noise concentrations CSv a
, CSi a

, and CSi a v
*
a

over the

whole device gives the transistor Sva
, Sia

, and Siav*
a
, respectively. Each noise concentration consists of an

electron contribution and a hole contribution, which account for electron and hole velocity fluctuations,

respectively.

8.4 A SiGe HBT Example

One major benefit of simulation is that it offers insight into internal device operation, which can be used

to develop better compact model. The same principle applies to noise simulation and noise modeling.

We now examine the classical bipolar transistor noise model using the simulation results as a reference

for a SiGe HBT.

Macroscopic Input Noise

Figure 8.4a and b shows the chain representation and an equivalent circuit containing the

main macroscopic noise sources, respectively. Through noise-circuit analysis, Sva
, Sia

, and Siav*
a

are

obtained as [10]

Sva
¼ 2qIC

jY21j2
þ 2qIBr2

b þ 4kTrb, (8:25)

Sia
¼ 2qIB þ

2qIC

jh21j2
, (8:26)

Siav*
a
¼ 2qIC

Y11

jY21j2
þ 2qIBrb, (8:27)
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where h21 ¼ Y21/Y11. The Y parameters are for the whole transistor that includes both rb and the

intrinsic transistor.

Macroscopic and Microscopic Connections

The 4kTrb terms in the model equations account for velocity fluctuations of holes in the base. One

can therefore compare the 4kTrb related terms with the integration of the base hole noise con-

centration. Similarly, the 2qIB terms account for emitter minority hole velocity fluctuation, and the

2qIC terms account for base minority electron velocity fluctuation [4]. Thus, connections between

compact noise model and microscopic noise simulation can be established for Sva
, Sia

, and Siav*
a
, as

shown in Table 8.1. Here the superscripts e and h stand for electron and hole contributions, respectively.

Input Noise Voltage and Current

Figure 8.5a compares the modeled and simulated Sva
, Se

va
, and Sh

va
for JC ¼ 0.05 mA/mm2. Se

va
dominates

over Sh
va

. The model slightly underestimates Se
va

, and significantly underestimates Sh
va

. The simulated Se
va

and

Sh
va

are both frequency dependent. Despite inaccurate modeling of Sh
va

, the total Sva
is well modeled, because

of the dominance of Se
va

. At a higher JC of 0.65 mA/mm2, however, the hole contribution dominates over

the electron contribution, as shown in Figure 8.5b. With increasing JC, Se
va

decreases, while Sh
va

stays about

the same. The model underestimates Sh
va

, and overestimates Se
va

. Observe that the simulated Sh
va

is frequency

dependent, while the modeled Sh
va

(4kTrb) is frequency independent.

Figure 8.6 and Figure 8.7 show the electron and hole noise concentration contours at 2 GHz (Ce
Sv a

and

Ch
Sv a

) at JC ¼ 0.65 mA/mm2. Both Ce
Sv a

and Ch
Sv a

are the highest in the SiGe base, indicating that

transistor Sva
mainly comes from the SiGe base. This provides guidelines to future noise model

Va

Ia

Noiseless
two-port

 Y
V1

I1

V2

I2
4kTrb

2qIB Intrinsic
BJTV1

I1

V2

I2

2qIC

rb

(a) (b)

+

_

+

_

+

_

+

_

FIGURE 8.4 (a) Chain representation of a noisy two-port. (b) The essence of noise modeling used in CAD tools.

TABLE 8.1 Connections between Noise Modeling and Simulation

Model Simulation

Se
va

2qIC/jY21j2
Ð

base Ce
Sv a

dV

Sh
va

2qIBrb
2

Ð
emitter Ch

Sv a
dV

4kTrb

Ð
base Ch

Sv a
dV

Se
ia

2qIC/jh21j2
Ð

base Ce
Si a

dV

Sh
ia

2qIB

Ð
emitter Ch

Si a
dV

Se
iav*

a
2qICY11/jY21j2

Ð
base Ce

Sia v*
a

dV

Sh
iav*

a
2qIBrb

Ð
emitter Ch

Sia v*
a

dV
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development, that is, the transistor noise mainly originates from the EB junction. In the intrinsic base,

and along the x-direction, Ce
Sv a

is uniform, while Ch
Sv a

is highly nonuniform, and shows a strong ‘‘base

noise crowding’’ effect.

Figure 8.8a shows the integrals of Ce
Sv a

in the base, emitter, collector, and p-substrate, together

with the 2qIC related term in the model at JC ¼ 0.65 mA/mm2. The model accounts for only the

base contribution, which is reasonable, since the simulated base electron contribution overwhelmingly
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 (

V
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H
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JC = 0.65 mA/µm2

FIGURE 8.5 Sva
, Se

va
, and Sh

va
versus frequency at (a) JC ¼ 0.05 mA/mm2. (b) JC ¼ 0.65 mA/mm2.
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FIGURE 8.6 Two-dimensional distribution of CSva

e (2 GHz, JC ¼ 0.65 mA/mm2).
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FIGURE 8.7 Two-dimensional distribution of Ch
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(2 GHz, JC ¼ 0.65 mA/mm2).
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Cressler/Silicon Heterostructure Devices 66900_C008 Final Proof page 10 17.10.2007 10:11am Compositor Name: JGanesan

8-10 Silicon Heterostructure Devices



dominates over other electron contributions. The 2qIC description, however, overestimates Se
va

, and

thus a better description is required. Figure 8.8b shows the integrals of Ch
Sv a

in the base, emitter,

collector, and p-substrate. Also shown are the 2qIB (emitter holes) and 4kTrb (base holes) related

terms accounted for in the model. The collector and substrate hole noises are indeed negligible. The

noise from the base majority holes dominates over the noise from the emitter minority holes. The

base majority hole noise contribution is less than predicted by 4kTrb, and frequency dependent as well.

The noise from the emitter minority holes increases with frequency, and is underestimated by 2qIB

related term.

Figure 8.9a compares modeled and simulated Sia
, Se

ia
, and Sh

ia
for JC ¼ 0.05 mA/mm2. Se

ia
decreases with

frequency and is slightly underestimated (by the model). Sh
ia

increases dramatically with frequency, and is

significantly underestimated. At a higher JC of 0.65 mA/mm2, however, the Se
ia

discrepancy between

model and simulation becomes much more pronounced (as shown in Figure 8.9b). Thus, for Sia
, 2qIC is

not a good description for base minority electron noise. Like for Sh
va

, the frequency dependence for Sh
ia

is

not accounted for in the model. Sh
ia

dominates at lower frequencies, while Se
ia

becomes dominant at

higher frequencies.

Figure 8.10a shows the integrals of Ce
Si a

in the base, emitter, collector, and p-substrate. JC ¼ 0.65 mA/

mm2. The model only accounts for the base electron contribution, a 2qIC/jh21j2 term. Like for other noise

parameters, the base minority electron contribution for Se
ia

is poorly modeled by the 2qIC related term.

Figure 8.10b shows the regional contributions of Sh
ia

. The model accounts for only the emitter hole

contribution through the 2qIB term. Even though the collector and substrate hole contributions are

indeed negligible, the base hole contribution is not negligible at higher frequencies. This emitter

contribution constitutes the main discrepancy for the total Sh
ia

between modeling and simulation, and

shows frequency dependence.
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FIGURE 8.9 Sia
, Se

ia
, and Sh
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versus frequency at (a) JC ¼ 0.05 mA/mm2. (b) JC ¼ 0.65 mA/mm2.

Cressler/Silicon Heterostructure Devices 66900_C008 Final Proof page 11 17.10.2007 10:11am Compositor Name: JGanesan

Microscopic Noise Simulation 8-11



Similar analysis can be performed for Siav*
a
. The results also show that the noise from the base minority

electrons is poorly described by the model. Similar problems exist with 4kTrb description of the base hole

noise, and 2qIC description of the base minority electron noise.

NFmin, Yopt, and Rn

NFmin, Yopt, and Rn are obtained from Sva
, Sia

, and Siav*
a

by [11]

NFmin ¼ 10 log 1þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Sva

Sia
� ½I(Siav*

a
)�2

q
þR(Siav*

a
)

2kT

2
4

3
5, (8:28)

Yopt ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Sia

Sva

� I(Siav*
a
)

Sva

� �2
s

� j
R(Siav*

a
)

Sva

, (8:29)

Rn ¼ Sva
=4kT : (8:30)

To compare the impact of electron and hole noise on circuit-level noise parameters, we examine

NFmin
e and NFmin

h , defined as the NFmin that the transistor would have when only electron velocity or

only hole velocity fluctuates, respectively. NFmin
e is obtained by substituting Se

va
, Se

ia
, and Se

iav*
a

into

Equation 8.7. NFmin
h is obtained similarly. Since NFmin is not a linear function of Sva

, Sia
, and Siav*

a
,

NFmin 6¼ NFmin
e þ NFmin

h . Y opt
e is similarly defined and obtained by substituting Se

va
, Se

ia
, and Se

iav*
a

into

Equation 8.8. Like NFmin, Yopt 6¼ Y opt
e þ Y opt

h .

0 5 10 15 20

base electrons    
emitter electrons 
collector electrons
substrate electrons
2qIC/|h21|2

0 5 10 15 20
10−31

10−30

10−29

10−28

10−27

10−26

10−25

10−24

10−23

10−32

10−31

10−30

10−29

10−28

10−27

10−26

10−25

10−24

10−22

10−23

base holes
emitter holes 
collector holes
substrate holes
2qIB

R
eg

io
na

l c
on

tr
ib

ut
io

ns
 o

f S
 h ia

 (A
2 /

H
z)

 

R
eg

io
na

l c
on

tr
ib

ut
io

ns
 o

f S
 h ia
 (

A
2 /

H
z)

 

Freq (GHz)

(a)

Freq (GHz)

(b)

JC = 0.65 mA/µm2

2qIC/|h21|2

Base
electrons 

Collector 
electrons 

Emitter 
electrons 

Substrate 
electrons 

Emitter
holes 

Base 
holes

2qIB

JC = 0.65 mA/µm2

substrate
holes

Collector 
holes 

FIGURE 8.10 Regional contributions of Se
ia

(a) and Sh
ia

(b) at JC ¼ 0.65 mA/mm2.

Cressler/Silicon Heterostructure Devices 66900_C008 Final Proof page 12 17.10.2007 10:11am Compositor Name: JGanesan

8-12 Silicon Heterostructure Devices



Figure 8.11a shows the simulated and modeled Rn, Rn
e , and Rn

h for JC ¼ 0.65 mA/mm2. Figure

8.11b shows the modeled and simulated NFmin, NFmin
e , and NFmin

h , also for JC ¼ 0.65 mA/mm2. Since

Rn ¼ Sva
/4kT, which is a linear function, Rn ¼ Rn

e þ Rn
h. The problems with Sva

modeling directly

translate into Rn inaccuracy. Both NFmin and NFmin
e are overestimated by the model, and the

discrepancies increase dramatically with frequency. NFmin
h is poorly modeled. Note that the frequency

dependence of NFmin
h is not modeled.

Figure 8.12a and b shows the real and imaginary parts of Yopt for JC ¼ 0.65 mA/mm2. Neither Yopt nor

Y opt
e or Y opt

h is well modeled. The discrepancies increase with frequency. The frequency dependence of

Y opt
h is not accounted for by the model. The discrepancies of Rn, NFmin, and Yopt are all fundamentally

caused by the inaccurate modeling of Sva
, Sia

, and Siav*
a
. In particular, the description of base minority

electron noise using 2qIC is clearly responsible for the inaccuracy of the electron contributions, and the

description of base majority hole noise using 4kTrb is responsible for the inaccuracy of the hole

contributions.

8.5 Summary

We have presented an overview of the concepts related to microscopic noise analysis. The key concepts

involved are the noise source density, and the scalar and vector Green’s functions that describe noise

propagation. These concepts are illustrated using analytical treatment of the collector current shot noise.

Two-dimensional microscopic noise simulation results on a SiGe HBT are presented, and used to

examine the validity of the widely used macroscopic transistor noise model.
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9.1 Introduction

‘‘Linearity’’ is the counterpart of ‘‘distortion,’’ or ‘‘nonlinearity,’’ and refers to the ability of a device,

circuit, or system to amplify input signals in a linear fashion. SiGe HBTs, like other semiconductor

devices, are in general nonlinear elements. Most obviously, the collector current IC depends on the base–

emitter voltage VBE exponentially, common to all bipolar transistors. This exponential I–V relation in

fact represents the strongest nonlinearity found in nature, and underlies the ‘‘translinear principle,’’

which enables a large variety of linear and nonlinear functions to be realized using bipolar transistors.

Despite our intuition, the distortion in translinear circuits is not caused by the exponential IC –VBE

relationship, but rather is due to the departure from it, by various means (i.e., series resistance, high-level

injection, impact ionization, early effect, and inverse early effect).

SiGe HBTs can be used to build both ‘‘nonlinear’’ and ‘‘linear’’ circuits depending on the required

application and the circuit topology used. In fact, transistor nonlinearity is both a blessing and a

curse. Nonlinearity can be a blessing because we need nonlinearity to realize frequency translation;

but can also be a curse, because it creates distortion in the various signals we are interested in preserving,

amplifying, or transmitting. For instance, nonlinearity causes intermodulation (IM) of two adjacent

strongly interfering signals at the input of a receiver, which can corrupt the nearby (desired) weak signal

we are trying to receive. In the transmit path, nonlinearity in power amplifiers clips the large amplitude

input, which causes power leaking (and thus interference) to adjacent channels in digitally modulated

signals.

Perhaps surprisingly, SiGe HBTs exhibit excellent linearity in both small-signal (e.g., LNA) and large-

signal (e.g., PA) RF circuits, despite their strong I–V and C–V nonlinearities. Clearly, the overall circuit

linearity strongly depends on the interaction (and potential cancellation) between the various I–V and

C–V nonlinearities, the linear elements in the device, as well as the source termination, the load

termination, and any feedback present, intentional or parasitic. These issues can be best understood

using Volterra series [1–3], a powerful formalism for analysis of nonlinear systems. In this chapter, we

focus on the intermodulation linearity of SiGe HBTs, a major concern in RF circuits.

Cressler/Silicon Heterostructure Devices 66900_C009 Final Proof page 1 18.10.2007 4:20pm Compositor Name: JGanesan

9-1



9.2 Basic Concepts

We first introduce basic nonlinearity concepts using simple power series, which strictly speaking only

applies to a memory-less circuit. Under small-signal input, the output voltage y(t) is related to its input

voltage x(t) by

y(t) ¼ k1x(t)þ k2x2(t)þ k3x3(t): (9:1)

Consider a two-tone input x(t) ¼ A cos v1tþA cos v2t. The output has not only harmonics of v1 and v2,

but also ‘‘intermodulation products’’ at 2v1 � v2 and 2v2 � v1. A full expansion of Equation 9.1

shows that the output contains signals at v1, v2, 2v1, 2v2, 3v1, 3v2, v1þv2, v1�v2, 2v2�v1, 2v2þv1,

2v1 � v2, and 2v1 þ v2.

When v1 and v2 are closely spaced, the third-order intermodulation products at 2v2�v1 and 2v1�v2

are the major concerns, because they are close to v1 and v2, and thus within the amplifier bandwidth.

Consider aweak desired signal channel, and two nearby strong interferers at the input. One intermodulation

product falls in band, and corrupts the desired component (as illustrated in Figure 9.1).

The fundamental signal and intermodulation products in the output are given by

y(t) ¼ k1Aþ 3k3A3

4
þ 3k3A3

2

� �
cos v1t þ � � � þ 3k3A3

4
cos (2v2 � v1)t

þ � � � fundamental intermodulation: (9:2)

The ratio of the amplitude of the IM product to the amplitude of the fundamental output is defined as

the ‘‘third-order intermodulation distortion’’ (IM3). Neglecting the higher order terms added to k1A,

one has

IM3 ¼ 3k3A3

4
k1A ¼ 3

4

k3

k1

A2:

�
(9:3)

IM3

2f2−f1

f1 f2

FIGURE 9.1 Illustration of the corruption of desired signals by the intermodulation product of two strong

interferers.
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For small A, the fundamental output at v1 grows linearly with A, while the IM product at 2v2 � v1

grows as A3. A 1-dB increase in the input results in a 1-dB increase of fundamental output, but a 3-dB

increase of IM product. The extrapolation of the fundamental output and the IM3 versus the input

intersect at a given input level, which is defined as the input third-order intercept point (IIP3). IIP3 is

obtained from Equation 9.3 by letting IM3 ¼ 1

IIP3 ¼

ffiffiffiffiffiffiffiffi
4

3

k1

k3

s
: (9:4)

IIP3 is a widely used figure-of-merit because it does not depend on the input signal level. Because IM3

grows with A2 (Equation 9.3), IIP3 can be measured at a single input level A0,

IIP32 ¼ A2
0

IM30

, (9:5)

where IM30 is the measured relative intermodulation distortion. Note that IIP3 and A0 are voltages, and

thus IIP32 and A0
2 are measures of power. Taking 10 log on both sides, one has

20 log IIP3 ¼ 20 log A0 � 10 log IM30: (9:6)

Here, 20 log IIP3 is the power expressed in dB at the intercept point, and 20 log A0 is now the input

power level expressed in dB. The reference power level does not enter into the equation. Now Equation

9.6 can be rewritten in terms of power

PIIP3 ¼ Pin þ
1

2
Po,1st � Po,3rdð Þ (9:7)

and

POIP3 ¼ Po,1st þ
1

2
Po,1st � Po,3rdð Þ: (9:8)

In practice, IIP3 and OIP3 are used to denote the power at the intercept point. The IP3 data in

commercial load-pull systems and CAD tools (e.g., ADS) are defined for each input power level

according to the equations above. The following is the sample output of a load-pull measurement on

a SiGe HBT amplifier. The two tones are at 2.000 and 2.001 GHz (i.e., 1-MHz spacing).

Pin (dB m) Pout,1st (dB m) Gain (dB) Pout,3rd (dB m) POIP3 (dB m)

�30.00 �11.72 18.28 �74.48 19.65

�29.00 �10.75 18.25 �72.68 20.20

�28.00 �9.74 18.26 �69.91 20.35

�27.00 �8.74 18.26 �67.24 20.51

�26.00 �7.72 18.28 �64.89 20.87

�25.00 �6.77 18.23 �62.28 20.98

�24.00 �5.74 18.26 �59.57 21.18

�23.00 �4.73 18.27 �57.15 21.47

�22.00 �3.75 18.25 �54.66 21.71
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Figure 9.2 shows the measured fundamental and third-order IM product power versus input power

data for the above SiGe HBT amplifier, along with gain. The measured slope of the IM product curve

deviates from 3:1, because of the ‘‘high’’ input power level used in the measurement. As a result, the IP3

numbers measured at different input powers are different, as can be seen from the data output. One

would obtain an OIP3 of 35 dB m by simply extrapolating the linear portions of the measured Pout,1st and

Pout,3rd data. The OIP3 based on a theoretical 3:1 slope at Pin ¼ �30 dB m is only 20 dB m, however, and

therefore, caution must be exercised in interpreting the IP3 numbers. The gain compression at very high

input power level can also be clearly seen here.

Clearly IIP3 is an important figure-of-merit for front-end RF–microwave low-noise amplifiers,

because they must contend with a variety of signals coming from the antenna. The interfering

signals are often much stronger than the desired signal, thus generating strong intermodulation products

that can corrupt the weak but desired signal. To some extent, IIP3 is a measure of the ability of a

handset, for instance, not to ‘‘drop’’ a phone call in a crowded environment. For many LNA applications,

IIP3 is just as important (if not more so) as the noise figure. The dc power consumption must also

be kept very low because the LNA is likely to be continuously listening for transmitted signals of

interest and hence continuously draining power. The power consumption aspect is taken into account

by another figure-of-merit, the linearity efficiency, which is defined as IIP3/Pdc, where Pdc is the dc

power dissipation. First-generation SiGe HBTs typically exhibit excellent linearity efficiencies above

10, which is competitive with III–V technologies. We note, however, that IIP3/Pdc is not adequate for

describing the Class AB operating mode for transistors in the driver and output stage of power

amplifiers [4].

Gain

Pout,1st

Pout,3rd

IC = 3 mA VCE = 3 V
AE = 0.5�20�4 µm2

SiGe HBT
2 GHz

−30 −20 −10 0−40 10
Pin (dBm)

40

20

0

−20

−40

−60

80

P
ou

t (
dB

m
)

20

15

10

5

25

0

G
ai

n 
(d

B
)

FIGURE 9.2 A typical Pout versus Pin curve for a first generation SiGe HBT (IC ¼ 3 mA and VCE ¼ 3 V). The

input power at the 1-dB compression point is �3 dB m.

Frequency 2.00 GHz

Source state 1; #377

Source imp. 0.20–170.1

Load state 1; #550

Load imp. 0.70–14.9

Vc 3.001 V

Vb 0.816 V

Date April 30, 1998

Time 16:22:43
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9.3 Physical Nonlinearities

The major physical nonlinearities in a SiGe HBT are depicted in Figure 9.3, including:

1. ICE, the collector current transported from the emitter, ICE / exp(VBE/VT).

2. IBE, the hole injection current into the emitter. IBE tracks ICE through IBE ¼ ICE/b.

3. ICB, the avalanche multiplication current, and is a strong nonlinear function of both VBE and VCB

[5]. The nonlinearity due to ICB can be minimized using a low VCB.

4. CBE, the EB junction capacitance, including the diffusion capacitance and depletion capacitance.

CBE tracks ICE at high JC because diffusion charge is in proportion to the transport current ICE.

5. CCB, the CB junction capacitance. CCB is much smaller than CBE, because of reverse bias on the

CB junction. The feedback position, however, makes CCB important for circuit linearity.

A medium value VCB that makes CCB more linear and keeps the avalanche (breakdown) current

ICB small is optimum for linearity [6]. Both the value and the bias dependence of CCB matter for

the overall transistor linearity [7].

Among all the nonlinearities, the ICE–VBE nonlinearity often dominates in RF circuits. For relatively

weak input signal, the nonlinear ICE–VBE relation can be approximated by a Taylor expansion. A direct

consequence of the ICE–VCE nonlinearity is to make the effective transconductance a function of vbe (as

opposed to a constant in a linear circuit)

gm,eff ¼
ic

vbe

¼ gm 1þ 1

2

vbe

Vt

þ 1

6

v2
be

V 2
t

þ . . .

zfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflffl{nonlinear contributions
0
BBB@

1
CCCA: (9:9)

Equation 9.9 indicates that the nonlinear contributions to gm,eff increase with the voltage drop across

the EB junction vbe. In typical bipolar amplifiers, vbe decreases with increasing biasing current, making

(1-XCJC)CBC

XCJC CBC

RB

CBE

ICB (VBE,VCB)

I B
E
(V

B
E
)

I C
E
(V

B
E
,V

C
B
)

RE

CCS

RC

E

B C

Substrate

ICB - Avalanche multiplication

ICE - Transport current
IBE - Hole injection into emitter

CBE - EB capacitance

CBC - CB capacitance
CCS - CS capacitance

FIGURE 9.3 Nonlinear I–V and C–V relations in a bipolar transistor.
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gm,eff closer to a constant like in a linear circuit. Linearity of bipolar circuits can therefore be improved by

increasing the biasing current. The expense is, however, increased power consumption. Parasitic or

intentionally used emitter resistance or inductance also helps improving linearity by decreasing vbe

through negative feedback. All the capacitances, either internal or external CBE and CCB, help improving

linearity through negative feedback at the expense of gain.

The nonlinear contributions from various I–V and C–V nonlinearities cancel out each other to certain

extent depending on circuit design, which further improves circuit overall linearity. In particular, for

bipolar transistors, the exponential I–V and exponential C–V nonlinearities can be engineered to cancel

out through tuning of harmonic impedance termination, which can be understood using Volterra series,

as described below.

9.4 Volterra Series Linearity Analysis

We now examine how the physical nonlinearities affect IP3 using Volterra series, a mathematical method

of analyzing small-signal distortion. Compared to other distortion analysis methods, Volterra series

allows us to easily identify the contribution of various individual nonlinearities, as well as identify the

interaction between individual nonlinearities. Volterra series is an extension of the theory of linear

systems to weakly nonlinear systems, its essence is summarized as follows:

. Volterra series approximate the output of a nonlinear system in a manner similar to the more

familiar Taylor series approximation of analytical functions. Similarly, the analysis is applicable

only to weak nonlinearities, or small inputs.
. The response of a nonlinear system to an input x(t) is equal to the sum of the responses of a series

of transfer functions of different orders (H1, H2, . . . , Hn)

Y ¼ H1(x)þH2(x)þH3(x)þ � � � : (9:10)

. In the time domain, Hn is described as an impulse response hi(t1, t2, . . . , tn). As in linear circuit

analysis, frequency-domain representation is more convenient, and thus Hn(s1, . . . , sn), the nth-

order transfer function or Volterra kernel in frequency domain, is obtained through a multi-

dimensional Laplace transform of the time-domain impulse response

Hn(s1, � � � , sn)
zfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflffl{frequency domain

¼
ðþ1
�1
� � �
ðþ1
�1

zfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflffl{Laplace transform

hn(t1, t2, . . . , tn)
zfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflffl{time domain

e�(s1t1þs2t2þ���þsntn)dt1 � � � dtn: (9:11)

. Here, Hn takes n frequencies as the input, from s1 ¼ jv1 to sn ¼ jvn.

. The first-order transfer function or Volterra kernel H1(s) is essentially the transfer function of the

small-signal linear circuit at dc bias. Higher order transfer functions represent higher order

phenomena.
. Solving the output of a nonlinear circuit is equivalent to solving the Volterra series H1(s),

H2(s1,s2), and H3(s1,s2,s3), . . .

The mathematical derivation of Volterra kernels for nonlinear circuits has been well treated in Refs.

[1,2]. We will focus on its application to calculation of IIP3 in SiGe HBTs.

Consider a single transistor amplifier shown in Figure 9.4. The first step is to linearize the large-signal

equivalent circuit in Figure 9.3 at the bias point. The resulting linear circuit is then solved using

compacted modified nodal analysis (CMNA) [8]:

Y (s) � ~HH1(s) ¼~II1, (9:12)
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where Y(s) is the CMNA [8] admittance matrix at frequency s(jv), ~HH1(s) is the vector of first-order

Volterra kernel transforms of the node voltages, and ~II1 is the vector of the node excitations. The

admittance matrix Y and the excitation vector ~II1 are obtained by applying the Kirchoff ’s current law

at every circuit node. The unknowns are the node voltages. The circuit output and the voltages that

control nonlinearities can be expressed as a linear combination of the elements of ~HH1(s).

With ~HH1(s) solved, we now excite the same circuit using the second-order nonlinear current sources
~II2, which are functions of the first-order voltages that control individual nonlinearities, and the second-

order derivatives of all the I – V and C – V nonlinearities. Every nonlinearity in the original circuit

corresponds to a nonlinear current source in parallel with the corresponding linearized circuit element.

The node voltages under such an excitation are the second-order Volterra kernels ~HH2(s1,s2):

Y (s1 þ s2) � ~HH2(s1; s2) ¼~II2 (9:13)

where Y(s1 þ s2) is the same CMNA admittance matrix used in Equation 9.12, but evaluated at the

frequency s1 þ s2.

In a similar manner, the third-order Volterra kernels ~HH3 can be solved as response to excitations

specified in terms of the previously determined first- and second-order kernels:

Y (s1 þ s2 þ s3) � ~HH2(s1, s2, s3) ¼~II3: (9:14)

Pout versus Pin, the third-order input intercept (IIP3) at which the first- and third-order signals have

equal power, and the (power) gain can then be obtained from ~HH3 and ~HH1. IIP3, the input power at which

the fundamental output power equals the intermodulation output power, is obtained as [6]:

IIP3 ¼ 1

6RS

jH1( jv1)j
jH3( jv1, jv1,�jv2)j , (9:15)

where RS is the source resistance. IIP3 is often expressed in dB m by IIP3dBm ¼ 10 log10(103IIP3).

An inspection of the Volterra series procedure immediately shows that the Volterra kernels are

strongly related to the properties of the circuit admittance matrix at various frequencies. For inter-

modulation (2v1� v2), the circuit admittance matrix at the second harmonic frequency and at very low

frequency (v1 � v2) are of particular importance. Harmonic tuning and low-frequency ‘‘traps’’ circuit

techniques of linearity enhancement [9–11] are based on this concept.
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FIGURE 9.4 Circuit schematic of the single transistor amplifier used.
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Identifying Dominant Nonlinearity

An unique feature of the Volterra series approach is the ability to identify the dominant physical

nonlinearity [2,6]. This is realized by turning on and off each individual nonlinearity-related nonlinear

current sources in formulating the excitations for solving ~HH2 and ~HH3 [6]. An individual IIP3 is thus

obtained for each nonlinearity. The individual nonlinearity that gives the lowest IIP3 (the worst

linearity) is identified as the dominant nonlinearity.

We can then calculate the overall IIP3 by including all of the nonlinearities in the calculation of

both ~HH2 and ~HH3. A comparison of the individual IIP3 and the overall IIP3 reveals the interaction

between individual nonlinearities. As shown below, the overall IIP3 obtained by including all of

the nonlinearities can be larger (better) than an individual IIP3, implying cancellation between

individual nonlinearities [6,12].

We now consider the Volterra series linearity analysis of a SiGe HBT with 50 GHz peak fT. The

frequency is 2 GHz, and the tone spacing is 1 MHz. The SiGe HBT has four AE ¼ 0.5 � 20 mm2 emitter

fingers. IC ¼ 3 mA, VCE ¼ 3 V, RS ¼ 50 V, CS ¼ 300 pF, RL ¼ 186 V, and LL ¼ 9 nH.

Collector Current Dependence

Figure 9.5 shows the IIP3 and gain as a function of IC up to 60 mA at which fT and fmax peak. The

collector biasing voltage is VCE ¼ 3 V. At low IC (<5 mA), the exponential ICE–VBE nonlinearity (�)

yields the lowest individual IIP3, and hence is the dominant factor. For 5 mA < IC < 25 mA, the ICB

nonlinearity due to avalanche multiplication (�) dominates. For IC > 25 mA, the CCB nonlinearity due

to the CB capacitance (

4

) dominates. Interestingly, the overall IIP3 obtained by including all of the

nonlinearities is close to the lowest individual IIP3 for all the IC in this case. The closeness indicates a

weak interaction between individual nonlinearities.

The overall IIP3 increases with IC for IC < 5 mA when the exponential ICE nonlinearity dominates. For

IC > 5 mA where the avalanche current (ICB) nonlinearity dominates, the IC dependence of the overall

IIP3 is twofold:

1. The initial current for avalanche ICE increases with IC.

2. The avalanche multiplication factor (M�1) decreases with IC.

The increase of the avalanche IIP3 and hence the overall IIP3 for IC > 17 mA is a result of the decrease of

M � 1 with increasing JC. For IC > 25 mA, ‘‘the overall IIP3 becomes limited by the CCB nonlinearity,

and is approximately independent of IC.’’ The optimum biasing current is therefore IC ¼ 25 mA in this

case (VCE ¼ 3 V). The use of a higher IC only increases power consumption, and does not improve
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FIGURE 9.5 IIP3 and gain as a function of IC.
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linearity. The decrease of M � 1 with increasing JC is therefore beneficial to the linearity of these SiGe

HBTs.

The low-noise biasing JC for this HBT is 0.1 to 0.2 mA/mm2, which corresponds to a IC of 4 to 8 mA in

Figure 9.5. In this IC range, IIP3 is limited by avalanche multiplication for the circuit configuration

in Figure 9.4. To further improve IIP3, a lower collector doping is desired, provided that the noise

performance is not inadvertently degraded. The noise figure, for instance, is relatively independent of the

collector doping as long as Kirk effect does not occur at the JC of interest [13]. Thus, there must exist an

optimum collector-doping profile for producing low-noise transistors with the best linearity.

Collector Voltage Dependence

An alternative way of reducing avalanche is to decrease the collector biasing voltage, which, however,

also reduces the output voltage swing and hence the dynamic range. Another disadvantage from a

linearity standpoint is that the CB capacitance nonlinearity is increased. Therefore, one must carefully

optimize the collector biasing voltage for optimum IIP3. Figure 9.6 shows the overall IIP3 as a function

of VCE up to 3.3 V, the BVCEO of the transistor. A peak of IIP3 generally exists as VCE increases. For IC ¼
10 mA where noise figure is minimum, the optimum biasing VCE is 2.4 V, yielding an IIP3 of 9 dB m.

The IIP3 obtained (9 dB m) is 11 dB higher than the IIP3 at VCE¼ 3 V (�2 dB m), illustrating the

importance of biasing in determining linearity of these SiGe HBTs.

The biasing current and voltage has significant impact on transistor linearity. Figure 9.7 shows the

IIP3 as a function of IC for different VCE. At sufficiently high IC, IIP3 approaches a value that depends on

VCE. The threshold IC where IIP3 reaches its maximum is higher for a higher VCE. For a given VCE, IC

must be above this threshold to achieve good IIP3. On the other hand, the use of an IC well above the

threshold does not further increase IIP3, and only increases power consumption. The optimum IC is

thus at the threshold value, which is 10 mA for VCE ¼ 2 V. Figure 9.8 shows the contours of IIP3 as a

function of IC and VCE, which can be used for selection of biasing current and voltage.

Load Dependence and Nonlinearity Cancellation

Figure 9.9 shows the individual and overall IIP3 as a function of load resistance, together with gain. As

expected, the gain varies with load, and peaks when the load is closest to conjugate matching. IIP3,

however, is sensitive to load variation. The IIP3 with all nonlinearities (denoted by

!

) is noticeably
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FIGURE 9.6 IIP3 as a function of VCE for different IC.
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higher than the IIP3 with the avalanche current (ICB) nonlinearity alone (denoted by �). The interaction

between individual nonlinearities has improved the overall linearity through cancellation. In this case,

the two most dominating nonlinearities are the avalanche current ICB nonlinearity and the CCB

nonlinearity. The cancellation between the ICB and CCB nonlinearities leads to an overall IIP3 value

that is higher (better) than the IIP3 obtained using the ICB nonlinearity alone. The degree of cancellation

depends on the biasing, source and load conditions, as expected from the Volterra series theory.

Physically, the load dependence of linearity in these HBTs results from the CB feedback [6]. The first

kind of such feedback is the CB capacitance CCB, and the second kind is the avalanche multiplication

current ICB that flows from the collector to base. Both feedbacks are nonlinear, though the load

dependence would still exist for linear CB feedback [7] (for instance, externally connected linear CB

capacitance).

Linearity Limiting Factors

Figure 9.10 shows the dominant nonlinearity factor on the IC–VCE plane. The upper limit of IC is where

fT reaches its peak value. Avalanche multiplication and CCB nonlinearities are the dominant factors for

most of the bias currents and voltages. Both avalanche multiplication and CCB nonlinearities can be

reduced by reducing the collector doping. This, however, conflicts with the need for high collector

doping required to suppress Kirk effect and heterojunction barrier effects in SiGe HBTs. Therefore,

multiple collector-doping profiles are needed to provide both high fT devices and high IIP3 devices for

different stages of the same circuit. Typical SiGe processes offer HBTs with different collector-doping

profiles through selective collector implantations. Circuit designs could use the higher breakdown

voltage devices when fT is sufficient, which may provide better linearity.

9.5 Summary

Despite the strong I–V and C–V nonlinearities, SiGe HBTs can be used to design highly linear RF

amplifiers. The avalanche multiplication nonlinearity can be minimized by proper choice of biasing

current density and voltage. Linearity in general can be improved by increasing the biasing current, and

parasitic or intentionally used feedbacks also help improving linearity. All the capacitances, either

internal or external CBE and CCB, help improving linearity through negative feedback at the expense

of gain. The nonlinear contributions from various I–V and C–V nonlinearities cancel out each other

to certain extent, depending on the impedance of the linear circuit admittance matrix at both the
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FIGURE 9.9 IIP3 and gain as a function of load resistance at IC ¼ 13 mA and VCE ¼ 3 V.
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fundamental and harmonic frequencies, which can be utilized for further linearity improvement, e.g.,

through harmonic tuning. Both the CCB and ICB (avalanche) nonlinearities depend on the collector-

doping profile, which can be optimized for linearity improvement. The higher breakdown voltage lower

speed HBTs in commercial SiGe processes can be used in circuit design for linearity leverage.
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10.1 Introduction

At present, SiGe technology development is almost exclusively centered on npn SiGe HBTs. For high-

speed analog and mixed-signal circuit applications, however, it is well known that a complementary

(npn þ pnp) bipolar technology offers significant performance advantages over an npn-only technology

[1]. Push–pull circuits, for instance, ideally require a high-speed vertical pnp transistor with comparable

performance to the npn transistor [2]. The historical bias in favor of npn Si BJTs is due to the

significantly larger minority electron mobility in the p-type base of an npn Si BJT, compared to

the lower minority hole mobility in the n-type base of a pnp Si BJT. In addition, the valence band

offset in SiGe strained layers is generally more conducive to npn SiGe HBT designs, because it translates

into an induced conduction band offset and band grading that greatly enhance minority electron

transport in the device, thereby significantly boosting transistor performance over a similarly con-

structed npn Si BJT. It has been shown that this band alignment is not as restrictive, however, as has been

commonly assumed [3]. For a pnp SiGe HBT, on the other hand, the valence band offset directly results

in a valence band barrier, even at low injection, which strongly degrades minority hole transport and thus

limits the frequency response. Careful optimization to minimize these hole barriers in pnp SiGe HBTs

is thus required, and has in fact yielded impressive device performance compared to Si pnp BJTs, as

demonstrated in the pioneering work reported in Refs. [4–6].

Very recently, in fact, the first commercial complementary SiGe HBT BiCMOS technologies have

been reported, in one case targeting high-speed and high-voltage analog circuit applications [7], and

the other demonstrating impressive levels of pnp SiGe HBT performance, in this with a peak fT /fmax of

80/120 GHz at a BVCEO of 2.6 V [8]. Details of these impressive complementary SiGe technology

demonstrations are given in Chapters 11 and 13 (see Fabrication of SiGe HBT BiCMOS Technology),

respectively.

An analysis of the inherent profile design differences between npn and pnp SiGe HBTs is relevant

in this context of complementary SiGe HBT technologies, as well as meaningful design guidelines for

constructing pnp SiGe HBTs. Relevant questions include, for instance:

. How does SiGe npn and pnp profile design fundamentally differ?

. Can a single Ge profile design point be used for both npn and pnp transistors, for a given stability

constraint?
. Is a graded-base Ge profile design preferable to a box-shaped Ge profile design for pnp HBTs?
. How much Ge retrograding in the collector–base junction is required to obtain acceptable SiGe

pnp HBT performance?
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These issues are addressed using calibrated device simulations to shed light on the fundamental SiGe

profile design differences between npn SiGe HBT and pnp SiGe HBTs that might be encountered, for

instance, in developing such a viable complementary SiGe HBT technology [9].

10.2 Simulation of pnp SiGe HBTs

One-dimensional MEDICI simulations [10] which were used to analyze the differences in intrinsic

profile design between pnp and npn transistors are the central focus. To aid in interpretation of the

results, simplistic hypothetical npn and pnp SiGe profiles with constant emitter, base, and collector

doping, and a Ge content not subject to thermodynamic stability constraints, were initially adopted

(Figure 10.1). These profile assumptions are clearly nonphysical for real SiGe technologies, but are very

useful for comparing npn and pnp devices so that their differences can be more easily discriminated and

not masked by doping-gradient-induced phenomena (stability issues will be addressed below). This

artificial assumption on constant doping clearly yields ac performance numbers (e.g., fT) that are lower

than what would be expected for a real complementary SiGe HBT technology, but relative comparisons

between npn and pnp devices are nonetheless valid, and the comparison methodology widely applicable.

MEDICI models of the devices were constructed using actual device layouts and measured SIMS data,

and careful calibration of MEDICI simulations for both npn and pnp Si BJTs to measured complemen-

tary Si BJT hardware was performed. It was found that the default minority hole mobility modeling

capability of MEDICI was deficient and tuning was required to obtain reasonable agreement between

data and simulation, particularly under high-level injection. The SiGe model parameters determined

from earlier calibrations of high-speed npn SiGe HBTs were used [3], and assumed to be the same for

both npn and pnp transistors.

10.3 Profile Optimization Issues

A comparison of the equilibrium conduction and valence band edges for both npn and pnp devices

without any Ge retrograding into the collector (i.e., an abrupt transition from the peak Ge content to

zero Ge content in the CB junction) is shown in Figure 10.2 and Figure 10.3 for: (1) a Si BJT; (2) a

triangular (linearly graded) Ge profile with a peak Ge content of 10%; and (3) a triangular Ge profile

with a peak Ge content of 25%. Observe that while there is no visible conduction band barrier present in

the npn HBT, there is an obvious valence band barrier in the pnp HBT, even for low Ge content. This is
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consistent with the fact that there is a valence band offset in strained SiGe on Si (refer to Chapter 4), and

clearly indicates that pnp SiGe HBT design is inherently more difficult than npn SiGe HBT design. In

addition, due to the inherent minority carrier mobility differences between electrons and holes, it is also

clear that npn devices will consistently out-perform pnp devices, everything else being equal.

Unlike for a well-designed npn SiGe HBT (i.e., Ge outside the neutral base edges), where conduction

band barrier effects are uncovered only at high JC under Kirk effect [3] (refer to Chapter 5), the valence

band barrier in pnp SiGe HBTs is in play even at low injection, and acts to block minority holes

transiting the base. This pileup of accumulated holes produces a retarding electric field in the base,

which compensates the Ge-grading-induced drift field, dramatically decreasing both JC, b, and fT. This

effect worsens as the current density increases, since more hole charge is stored in the base. In this case,

the fT of the pnp SiGe HBT is in fact significantly lower than that of the pnp Si BJT. As expected,

however, retrograding of the Ge edge into the collector can ‘‘smooth’’ this valence band offset in the pnp
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G Niu, and A Pinto. Solid-State Electronics 44:1949–1954, 2000. With permission.)
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SiGe HBT, and thus improve this situation dramatically, although at the expense of film stability [4,5].

For an increase of the Ge retrograde from 0 to 40 nm, the pnp SiGe HBT performance is dramatically

improved, yielding roughly a 2� increase in peak fT over the pnp Si BJT performance at equal doping.

Figure 10.4 and Figure 10.5 show the variation in peak fT and b as a function of peak Ge content for

both npn and pnp SiGe HBTs for both a 0-nm Ge retrograde and 100-nm Ge retrograde. At 100-nm

retrograde, the performance of the pnp SiGe HBT monotonically improves as the Ge content rises, while

the maximum useful Ge content is limited to about 10% without retrograding. Figure 10.6 indicates that

40–50 nm of Ge retrograding in the pnp SiGe HBT is sufficient to ‘‘smooth’’ the valence band barrier,

and this is reflected in Figure 10.7, which explicitly shows the dependence of pnp peak fT on

Ge retrograde distance, for both triangular and box Ge retrograde profile shapes. Observe that the

box Ge retrograde is not effective in improving the pnp SiGe HBT performance, since it does not smooth
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the Ge barrier, but rather only pushes it deeper into the collector, where it is still felt at the high JC

needed to reach peak fT. This box Ge retrograde is also clearly undesirable from a stability standpoint.

The effects of Ge retrograding on the npn SiGe HBT performance, on the other hand, are minor, while

the film stability is significantly worse due to the additional Ge content. This suggests that using one

Ge profile design for both npn and pnp SiGe HBTs is not optimum for high-peak Ge content values.

Note that while the peak fT is unchanged with Ge retrograding in the npn SiGe HBT, the fT response

above peak fT does not roll off as rapidly due to the high-injection-induced barrier, consistent with the

results in Ref. [3] (refer to Chapter 5).

An examination of the frequency response of the npn and pnp SiGe HBTs as a function of front-side

Ge profile shape (in this case, triangle versus box Ge profile, with a fixed retrograde of 100 nm for both)

and peak Ge content shows that for the npn SiGe HBT, the base transit time reduction from the

Ge-grading-induced drift field of the triangle Ge profile shape gives a significant advantage above 10%
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peak Ge, indicating that the npn SiGe HBT is base transit time limited. Interestingly, for the pnp SiGe

HBT, however, the differences between the box and triangle Ge profiles are much less pronounced,

everything else being equal. The box Ge profile gives a slight advantage at low Ge content due to the low

b and hence importance of the emitter transit time (tE / 1/b), but once the b is sufficiently high, the

triangle Ge profile dominates at higher peak Ge content, where the base transit time limits the overall

response. In both npn and pnp devices, the triangle Ge profile offers better performance and better

stability (less-integrated Ge content), and thus can be considered an optimum shape for both devices.

This is even more apparent if we examine the Early voltage of the devices, a key figure-of-merit for

complementary analog circuits. In this case, the triangle Ge profile has a clear advantage due to its

graded bandgap, as expected, and both npn and pnp transistors show a significant improvement in VA

with increasing Ge content.

10.4 Stability Constraints in pnp SiGe HBTs

The total amount of Ge that can be put into a given SiGe HBT is limited by the thermodynamic

stability criterion. Above the critical thickness, the strain in the SiGe film relaxes, generating defects. In

general, varying peak Ge content or retrograde distance (i.e., film thickness) moves the profile along

different contours in stability space (Figure 10.8). Under the SiGe stability constraint, the peak

Ge content must be traded off for the Ge retrograde distance in the collector–base junction. Figure

10.9 shows that a 11% peak Ge profile with a 25-nm retrograde gives the highest fT for the pnp SiGe HBT

at this design point. A similar exercise for the npn SiGe HBT shows that the ac performance is not

sensitive to the SiGe profile shapes used, and, hence, without a significant loss of performance, the same

Ge profile may in principle be used for both pnp and npn SiGe HBTs. This may be advantageous from a

fabrication viewpoint. These results should be valid for current SiGe technology nodes with about 100-

nm base width. If the base width is further reduced with technology scaling, the peak Ge content can be

obviously increased, while maintaining film stability. The same optimization methodology employed

here can be used in that case to determine the best SiGe profile for both devices.
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10.5 Summary

In spite of the historical bias in favor of npn SiGe HBTs, complementary (npn þ pnp) SiGe HBT

technology has recently emerged as a viable mixed-signal technology. In this chapter, we have examined

the fundamental profile design constraints associated with pnp SiGe HBTs, and importantly, how those

constraints differ from those faced in conventional npn SiGe HBT design.
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11.1 Introduction

Bandgap engineering generally has a positive influence on the low-temperature characteristics of

bipolar transistors [1]. SiGe HBTs operate very well, in fact, in the cryogenic environment (e.g., liquid

nitrogen temperature ¼ 77.3 K ¼ �3208F ¼ �1968C), an operational regime traditionally forbidden

to Si BJTs. At present, cryogenic electronics represents a small but important niche market, with

applications such as high-sensitivity cooled sensors and detectors, semiconductor–superconductor

hybrid systems, space electronics, and eventually cryogenically cooled computers systems. While the

large power dissipation associated with conventional bipolar digital circuit families such as emitter-

coupled-logic (ECL) would likely preclude their widespread use in cooling-constrained cryogenic

systems, the combination of cooled, low-power, scaled Si CMOS with SiGe HBTs offering excellent

frequency response, low-noise performance, radiation hardness, and excellent analog properties repre-

sents a unique opportunity for the use of SiGe HBT BiCMOS technology in cryogenic systems.

Furthermore, independent of the potential cryogenic applications that may exist for SiGe HBT BiCMOS

technology, all electronic systems must successfully operate over an extended temperature range (e.g.,

�55 to 1258C to satisfy military specifications and 0 to 858C for most commercial applications), and

thus, understanding how Ge-induced bandgap engineering affects SiGe HBT device and circuit oper-

ation is important.

In this chapter, we address temperature effects in SiGe HBTs, by first reviewing the impact of

temperature on bipolar transistor device and circuit operation. We then show how temperature couples

to SiGe HBT dc and ac performance, how one optimizes SiGe HBTs specifically for cryogenic operation,

and finally consider the operation of SiGe HBTs at elevated temperatures (to 3008C).

11.2 The Impact of Temperature on Bipolar Transistors

The detrimental effects of cooling on homojunction bipolar transistor operation have been appreciated

for many years [2–6]. While the precise dependence of Si BJT properties on cooling can be a strong

function of technology generation and profile design, Si BJT device and circuit properties cooled to

cryogenic temperatures typically exhibit [7–12]:
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. A modest increase (degradation) in the junction turn-on voltage with decreasing temperature

(monotonic).
. A strong increase (improvement) in the low-injection transconductance with cooling (mono-

tonic).
. A strong increase (degradation) in the base resistance with cooling (typically, quasi-exponential

below about 200 K).
. A mild decrease (improvement) in parasitic transistor depletion capacitances (monotonic).
. A strong decrease (degradation) in b with cooling (quasi-exponential).
. A modest decrease (degradation) in frequency response with cooling, with fT typically degrading

more rapidly than fmax with decreasing temperature (monotonic below about 200 K).
. An increase (degradation) in ECL circuit delay with cooling (monotonic below about 200 K).
. The noise margin of current-switch-based digital circuits (e.g., ECL) increases (improves) with

cooling (monotonic), allowing reduced logic swing operation.

The impact of cooling of Si BJTs is typically largely one of serious device and circuit performance

degradations, effectively precluding their use in cryogenic applications. The addition of SiGe to this

problem can be used to change this situation dramatically.

11.3 Cryogenic Operation of SiGe HBTs

Intuitively, we expect that band-edge effects induced by bandgap engineering will generally couple

strongly to bipolar transistor properties. This strong coupling is physically the consequence of the fact

that the bipolar transistor is a minority carrier device, and hence the terminal currents are proportional

to ni0
2 via the Shockley boundary conditions, with ni0

2 in turn proportional to the exponential of the

bandgap. Hence, changes to the bandgap will couple exponentially to the currents. Furthermore, from

very general statistical mechanical considerations, these bandgap changes will inevitably be divided by

the thermal energy (kT), such that a reduction in temperature will greatly magnify any bandgap changes.

Not surprisingly, then, even a cursory examination of the SiGe HBT device equations suggests that both

the dc and ac properties of SiGe HBTs should be favorably affected by cooling [13,14]. In fact, the

thermal energy (kT), in every instance, is arranged in the SiGe HBT equations such that it favorably

affects the low-temperature properties of the particular performance metric in question, be it b(T),

fT(T ), or VA(T ).

The beneficial role of temperature in SiGe HBTs can be used to easily offset the inherent bandgap-

narrowing-induced degradation in current gain of a Si BJT to achieve viable dc operation down to 77 K,

even for a SiGe HBT that has not been optimized for the cryogenic environment. Figure 11.1 shows the

evolution of peak current gain as a function of reciprocal temperature from early Si BJT technologies

circa 1978 to SiGe technologies circa 1992. Clearly, the addition of Ge-induced bandgap engineering

enables functional current gain down at least to 77 K with minimal effort. From a dynamic point of view,

the Ge-grading-induced base drift field provides a means to offset the inherent tb degradation associated

with cooled Si BJTs, yielding an fT that does not degrade with cooling. Since the reduced thermal cycle

nature of epitaxial growth techniques are generally more conducive to maintaining thinner, more heavily

doped base profiles than conventional ion-implanted bases used in modern Si BJTs, it is fairly straight-

forward to control base freeze-out in SiGe HBTs, at least down to 77 K, and hence Rb at cryogenic

temperatures can be more easily controlled. If fT and Rb do not degrade significantly with cooling,

then achieving respectable circuit performance down to 77 K becomes a reality unknown to Si BJT

technologies.

Figure 11.2 shows the evolution of unloaded ECL gate delay as a function of publication date.

As expected, optimized 300-K technology scaling successfully improved circuit speed over time.

More surprising, perhaps, is that the rate of improvement in low-temperature performance was

significantly faster. The 1991 and 1992 cryogenic data points are for SiGe HBT technologies, and

clearly demonstrate that one can no longer out of hand dismiss Si-based bipolar technologies for
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the cryogenic applications. SiGe can thus be viewed as an effective means to extend Si-based bipolar

technology to the cryogenic environment (with little or no effort). This scenario is particularly appealing if

we consider the state-of-the-art SiGe HBT BiCMOS technologies, since Si CMOS also performs well down

to 77 K, and provides a major advantage in the reduction in power dissipation, an often serious constraint

given the limited efficiency of cryocoolers. While it is unlikely that one would develop SiGe technology

explicitly for cryogenic applications, if (as is the case) one could simply take a room temperature-

optimized SiGe technology and operate it at low temperatures without serious modification, that prospect

might prove cost-effective. With the present trend toward reduced-temperature operation of CMOS-

based high-end servers as a performance and reliability enhancement vehicle (currently at 0 to�408C and

going lower), the appeal of SiGe HBT BiCMOS technologies for the cryogenic environment may naturally

grow over time, since HBTs can provide numerous advantages over CMOS in analog, RF, heavily loaded

digital, and high-speed driver or receiver applications.

We first examine the expected theoretical temperature dependence of the important SiGe HBT

performance metrics. Compared to a comparably constructed Si BJT, b(T ) in a SiGe HBT should

increase exponentially with decreasing temperature, since
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bSiGe

bSi

����
VBE

’ ~gg~hhDEg,Ge(grade)=kTeDEg,Ge(0)=kT

1� e�DEg,Ge(grade)=kT

� �
: (11:1)

As expected, a quasi-exponential increase in the SiGe-to-Si current gain ratio with decreasing temperature

is typically observed experimentally. In addition, VA(T) and bVA(T) in a SiGe HBT should also increase

exponentially with decreasing temperature compared to a comparably constructed Si BJT, since

VA,SiGe

VA,Si

����
VBE

’ eDEg,Ge(grade)=kT 1� e�DEg,Ge(grade)=kT

DEg,Ge(grade)=kT

� �
(11:2)

and

bVA,SiGe

bVA,Si

¼ ~gg~hheDEg,Ge(0)=kT eDEg,Ge(grade)=kT : (11:3)

This is again confirmed experimentally. The anticipated temperature dependence of the frequency

response of a SiGe HBT can be gleaned from the temperature dependence of the base and emitter transit

times,

tb,SiGe

tb,Si

¼ 2

~hh

kT

DEg,Ge(grade)
1� kT

DEg;Ge(grade)
1� e�DEg,Ge(grade)=kT
h i� �

(11:4)

and

te,SiGe

te,Si

’ JC,Si

JC,SiGe

¼ 1� e�DEg,Ge(grade)=kT

~gg~hh
DEg,Ge(grade)

kT
eDEg,Ge(0)=kT

: (11:5)

Both are favorably influenced by cooling, and thus, we expect that the influence of the graded SiGe

base is sufficient to overcome the inherent electron diffusivity degradation on tb with cooling, and this

is indeed the experimental case.

11.4 Design Constraints

While SiGe HBTs designed for room temperature operation function acceptably down to 77 K, second-

order design constraints do, nonetheless, exist, and can impact profile optimization [15,16]. The first such

constraint centers on the base current and its impact on the current gain at low injection. While

conventional Shockley–Read–Hall (SRH) recombination exponentially decreases with cooling, thereby

effectively eliminating reverse leakage in the collector–base junction, the same is not true of carrier

tunneling processes, whether they are band-to-band or trap-assisted. Given that the EB junction of

high-speed bipolar transistors (either Si or SiGe) are typically quite heavily doped (often in the vicinity

of 1 � 1018 cm�3), the doping-induced electric field is high, and can result in substantial parasitic

tunneling leakage. While this is generally easily designed around in 300-K designs, it is more problematic

at low temperatures, given that the collector and base currents decrease strongly at fixed VBE as the

temperature drops. In this case, as the base current decreases with cooling, any tunneling-induced leakage

will remain roughly constant, hence uncovering a parasitic leakage ‘‘foot’’ on the base current (this effect

can be clearly seen in Figure 11.3). This parasitic base leakage current can severely limit the current gain at

low injection at cryogenic temperatures. Thus, as a rule of thumb, it can be safely stated that the ideality of

the base current of a high-performance Si or SiGe bipolar transistor will never improve with cooling. If

the base current is ideal (i.e., eqVBE/kT) down to a picoampere at 300 K, it may be ideal only to a nanoampere
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at 77 K. If it is even modestly non-ideal at 300 K, it will be quite leaky at 77 K. How serious a limitation this

leakage is depends strongly on the circuit application. In digital logic, for instance, it is not an issue, given

that the devices are biased well out of the leakage regime, and b does not strongly couple to circuit speed.

For more sensitive analog circuits, however, it can in principle require careful design consideration. As

discussed below, one can optimize a SiGe HBT to reduce this leakage effect, a feat much more easily

accomplished using epitaxial growth rather than ion-implantation for the base layer formation.

More worrisome than the base current at low temperatures, however, is the enhancement of high-

injection, heterojunction barrier effects with cooling (refer to Chapter 5 for a detailed discussion of

barrier effects in SiGe HBTs). Band-edge effects in bipolar transistors generally couple very strongly to

the device properties, and barrier effects are no exception. In this case, given that barrier effects

necessarily exist in all practical SiGe HBTs, cooling will make the situation decidedly worse. The

consequences of barrier effects, as at room temperature, include a premature roll-off in both b and fT
at high JC, and a limitation on maximum output current drive. What is different in the context of

cryogenic operation, however, is that while a well-designed 300-K SiGe HBT may not show any clear

evidence of barrier effect at 300 K, it will certainly show evidence of it at 77 K, and its impact on device

performance will be correspondingly worse. That is, the design margin for 77-K operation is in essence

narrower, always an undesirable situation. As discussed in Chapter 5, the device transconductance is a

useful tool for assessing barrier effects in SiGe HBTs. A comparison of gm between comparably designed

i–p–i SiGe HBTs and i–p–i Si BJTs clearly shows that while gm at low JC increases with cooling as

expected, a dramatic drop in gm at a higher critical current density close to that of Kirk effect can be

observed in the SiGe HBT. Fortunately, it is also true that this critical onset current density in fact

increases with cooling, consistent with the fact that the saturation velocity rises at low temperatures, thus

delaying Kirk effect until higher JC. As discussed below, this result can be traded off to optimize SiGe

HBTs for 77 K operation. One would also expect that barrier effect would have a serious impact on

transistor dynamic response, given that enhanced charge storage in the base couples strongly to fT. The

approaches that can be used to design around barrier effects at cryogenic temperatures are the same as

those outlined in Chapter 5, albeit with a narrower design margin than at 300 K.

11.5 Optimization of SiGe HBTs for 77 K

While conventional 300-K SiGe HBT designs will inherently function reasonably well down to 77 K, it

remains to be seen whether a SiGe HBT designed specifically for 77 K operation can achieve significantly
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better device and circuit performance at 77 K than it has at 300 K, and what the design issues and trade-

offs faced in achieving this goal would be.

To address the explicit optimization of a SiGe HBT for 77 K operation, a new profile design point and

fabrication scheme is required [17]. In this case an epitaxial ‘‘emitter-cap’’ layer doped with phosphorus

at about 1�1018 cm�3 was deposited in situ in a UHV/CVD deposition tool on top of the SiGe-base to

form the EB junction. This 77-K optimized SiGe HBT will be referred to as an epitaxial ‘‘emitter-cap’’

SiGe HBT [18]. Because EB carrier tunneling processes depend exponentially on the peak junction field,

the lightly doped emitter is expected to minimize the parasitic EB tunneling current compared to a

conventional ‘‘i–p–i’’ SiGe HBT design. In addition, the increase in carrier saturation velocity with

cooling, as well as the presence of velocity overshoot in the CB space–charge region at 77 K, results in an

onset current density of base push-out (Kirk effect) that is about 50% larger at 77 K than at 300 K [15].

Thus, compared to a 300-K design, the collector doping level can be decreased in an optimized 77-K

profile. In this case, the doping level at the metallurgical CB junction was lowered from 1�1017 cm�3 for

the conventional SiGe HBT design to about 2�1016 cm�3, and ramped upward toward the subcollector

to minimize freeze-out deep in the neutral collector. This 77-K collector profile is used to reduce the

parasitic CB capacitance under the constraint that the onset current density of the SiGe–Si heterojunc-

tion barrier be above the maximum operating current density of about 1.0 mA/mm2.

To ensure a low emitter resistance, a 200-nm in situ doped polysilicon contact was deposited on top of

the composite EB profile (n-cap/p-SiGe). Because the arsenic out-diffusion from the heavily doped

polysilicon layer is used only to contact the epitaxial phosphorus emitter and does not determine the

metallurgical EB junction, only a very short rapid thermal annealing (RTA) step is required to activate

and redistribute the emitter dopants, allowing the maintenance of a thin, heavily doped base.

A metallurgical emitter-cap thickness of about 10 nm was achieved at the end of processing (estimated

by subtracting the arsenic out-diffusion of the emitter poly from the total EB junction depth). The boron

doping of the base profile was increased over a more conventional i–p–i SiGe design to improve its base

freeze-out properties, and was deposited as a box 10 nm wide by 2.5 � 1019 cm�3. At the end of

processing the metallurgical base was about 75 nm wide with a peak concentration of about 8 �
1018 cm�3, well above the Mott transition for carrier freeze-out. To minimize minority carrier charge

storage in the emitter-cap layer, a large 77 K b is also desirable (te / 1/bac). Therefore, a trapezoidal Ge

profile with 3 to 4% Ge at the EB junction (compared to about 0 to 1% for the standard design) and

ramping to 8.5% at the CB junction (compared to about 8.5% for the standard design) was used. The

resultant emitter-cap Ge profile was about 65 nm thick, and satisfied the thermodynamic stability

criteria for UHV/CVD blanket films.

This 77-K SiGe design point yields a transistor with reasonably ideal Gummel characteristics at

low temperatures, with a maximum output current drive well above 1.0 mA/mm2 at 84 K (Figure 11.3).

The higher Ge concentration at the EB junction, the beneficial effects of the emitter high–low (nþ/n�

cap) junction, and the bandgap narrowing of the heavily doped base, offset the bandgap narrowing

of the heavily doped emitter region to yield a peak b that increases quasi-exponentially with cooling

from 102 at 310 K to 498 at 84 K (Figure 11.4). This large b value at low temperatures serves to minimize

the unwanted charge storage associated with the emitter-cap layer as well as to circumvent the

degradation of b at medium injection levels due to bias-dependent Ge ramp effects (refer to Chapter 5),

giving an ideal value of b of 99 at 84 K at a typical circuit operating point of 1.0-mA collector current

[18]. An undesirable result of the high b at low temperature, however, is a decrease in the BVCEO from

3.1 V at 310 K to 2.3 V at 84 K, but it remains acceptable for most circuit applications. Depending on

circuit requirements at 77 K, the low-temperature current gain can be easily tuned to a desired value.

The reduction in overall thermal cycle compared to a conventional design is key to maintaining the

abrupt, as-deposited boron base profile, and thus providing immunity to carrier freeze-out at cryogenic

temperatures (Rbi only increases from 7.7 to 11.0 kV/sq. between 310 and 84 K). Importantly, this

immunity to base freeze-out does not come at the expense of increased EB leakage, as it does, for

instance, in a spacer-free SiGe profile with a very heavily doped base [15]. The lower doping level of the

emitter-cap layer results in a reverse EB leakage at 1.0 V at 84 K, which is more than 500 times smaller
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than for the conventional SiGe design. The consequence is a much smaller forward tunneling compon-

ent in the base current (much larger low-current b), a smaller EB capacitance, and an expected

improvement in hot-carrier reliability at cryogenic temperatures.

As shown in Figure 11.5, the transistor cutoff frequency ( fT) rises from 43 to 61 GHz with cooling to

85 K due to the beneficial effects of the Ge-grading-induced drift field. This improvement in fT, coupled

to the low total base resistance and slightly decreased CB capacitance, yields an increase in maximum

oscillation frequency with cooling as well, from 40 GHz at 310 K to 50 GHz at 84 K. To assess the 77-K

circuit capabilities of this technology, unloaded ECL ring oscillators were measured (Figure 11.6). High-

power (12.45 mW) ECL circuits switch at a record 21.9 psec at 84 K, 3.5 psec faster than at 310 K.

Circuits that were optimized for lower power operation achieve a minimum power-delay product of

61 fJ (41.3 psec at 1.47 mW) at 84 K, and are 9.6 psec faster than at 310 K. These 77-K optimized ECL

circuits are expected to exhibit even more dramatic improvements in speed over room-temperature ECL

circuits under heavy loading, due to the beneficial effects of cooling on metal interconnect resistance and
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circuit logic swing [16]. The delay improvement at long interconnect wire lengths can be dramatic (2.7�
faster at 84 K than at 300 K at 10 mm wire length), and suggests that SiGe HBT based line-drivers might

be attractive for 77-K applications.

Recent measurements on non-cryogenically optimized 200 GHz, third-generation SiGe HBTs, show

even more impressive performance down to liquid nitrogen temperature [19]. Current–voltage meas-

urements across the 300 to 85 K temperature range were made on SiGe HBTs with an emitter area of

0.12 � 10.0 mm2. In spite of the high peak base and emitter doping levels associated with these

aggressively scaled SiGe HBTs (>1019 cm�3), the base current remains reasonably ideal at 85 K. This is

the result of the lightly doped epitaxial spacer layer inserted between the base and emitter regions, and

helps limit field-assisted tunneling and recombination at low temperatures. The base and emitter regions

in this device are both doped above the Mott-transition, and ensure that carrier freeze-out does not

negatively impact the base or emitter resistance below 100 K. This device is capable of very high current

density operation (>25 mA/mm2), and thus the high collector doping level effectively limits the impact

of heterojunction barrier effects at low temperatures. The current gain increases monotonically with

cooling, from 600 at 300 K to 3800 at 85 K (Figure 11.7). Two mechanisms are responsible for this

improvement with cooling: (1) the (sizable) Ge-induced band offset in this device (exponentially)

increases the current gain with cooling, and (2) the heavily doped base region partially offsets the

doping-induced bandgap narrowing associated with the emitter region. There is a strong decrease in the

current gain above its peak value at 85 K associated with the Ge-grading effect, but the current gain

remains above 2000 at 85 K at the current density at which peak fT is reached, effectively minimizing any

emitter charge storage at low temperatures.

Figure 11.7 also shows the extracted peak cutoff frequency versus temperature for the 0.12� 10.0 mm2

SiGe HBT. An increase in peak fT from 200 GHz at 300 K to 260 GHz at 85 K is observed. This increase in

the peak fT with cooling is proportionately smaller than has been reported in first-generation SiGe HBTs

(Figure 11.5) operated at 85 K. This is because in the present case, the base and emitter transit times in this

200 GHz device, which are favorably affected by both the Ge-grading and cooling, are already small

compared to the collector delay time, and thus their relative influence on the total transit time with

cooling is smaller. The extrapolated total emitter-to-collector delay decreases from 0.7 psec at 300 K to

0.6 psec at 150 K and 0.5 psec at 85 K, and the total depletion capacitance of the device decreases with

cooling, as expected, since the junction built-in voltages increase with cooling.
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Figure 11.8 shows the measured minimum noise figure (NFmin) and associated gain (Gassoc) as a

function of frequency at IC ¼ 12 mA (i.e., at peak fT), for a 0.12 � 10.0 mm2 SiGe HBT, at both 300 and

85 K. At 85 K, this device achieves a minimum NFmin of about 0.3 dB (with Gassoc ¼ 18 dB) at 14 GHz,

and a minimum NFmin of about 0.75 dB (Gassoc ¼ 15 dB) at 20 GHz, record numbers for SiGe HBTs

operating at cryogenic temperatures.
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11.6 Helium Temperature Operation

Long-wavelength infrared focal-plane-arrays (FPA) and certain ultra-low-noise instrumentation ampli-

fiers require transistors that operate down to liquid helium temperature (LHeT ¼ 4.3 K). In addition to

evaluating SiGe HBT performance at these potential application temperatures, the below 77-K regime

is ideally suited for investigating new device physics phenomena, as well as for testing the validity of

conventional theoretical formulations of device operation (e.g., drift-diffusion). This is particularly true

for a SiGe HBT, since many of the transistor parameters are thermally activated functions of the Ge-

induced band offsets, and are expected to change dramatically between 77 and 4 K. For instance, a simple

calculation of the intrinsic carrier density, to which the terminal currents are proportional, shows that a

nio changes by a factor of e3056 between 77 and 4 K. Initial results on (unoptimized) Si BJTs to 10 K [20]

showed transistor functionality but poor performance in the LHeT regime (<10 to 15 K). More recent

work [21] on SiGe HBTs optimized for 77-K operation shows more impressive performance results as

well as reveals interesting new device physics effects.

The emitter-cap SiGe HBT optimized explicitly for 77 K achieved a b of 500, fT of 61 GHz, fmax of

50 GHz, and a minimum ECL gate delay of 21.9 psec at 84 K. In cooling this transistor from 77 K to

LHeT, the current gain increases monotonically from 110 at 300 K to 1045 at 5.84 K, although parasitic

base current leakage limits the useful operating current to above about 1.0 mA at 5.84 K. Figure 11.3

shows the Gummel characteristics of a 1.4 � 4.4 mm2 emitter-cap SiGe HBT down to 5.84 K, and Figure

11.4 shows the current gain as a function of bias current down to 5.84 K.

The severity of the base current leakage at low injection, and the Ge-ramp effect at medium injection,

limits the current range where one obtains the peak current gain. The aggressive base profile design in

the emitter-cap SiGe HBT design (peak Nab
� close to 8 � 1018 cm�3) leads to an Rbi of <18 kV/sq. at

5.84 K, much lower than a more conventional SiGe HBT design. Base freeze-out below 77 K depends

very strongly on peak base doping, and must be carefully optimized for LHeT applications. At

temperatures as low as 5.84 K, this transistor has a maximum current drive in excess of 1.5 mA/mm2

(limited by quasi-saturation and heterojunction barrier effects), with a peak transconductance of

190 mS. Theoretical calculations based on measured SIMS data were compared to the experimentally

observed variation of peak current gain with temperature. Above 77 K, the temperature variation of peak

current gain for the SiGe HBT is close to that theoretically expected, while at temperatures below 77 K,

the exponential increase in current gain is primarily limited by parasitic base leakage due to field-

enhanced tunneling. In contrast to this strong enhancement of current gain with cooling for the SiGe

HBT, the current gain in a Si BJT fabricated with a comparable doping profile is significantly degraded

at low temperatures, due to the strong bandgap narrowing in the emitter. A comprehensive discussion

of other unique cryogenic phenomena in SiGe HBTs operating in the LHeT environment is presented

in Ref. [1].

11.7 High-Temperature Operation

While it has been demonstrated that SiGe HBTs operate well down to deep cryogenic temperatures,

there was historically early concern about their suitability for operation at elevated temperatures. Given

that all electronic systems must successfully operate at temperatures considerably above 300 K (e.g.,

1258C to satisfy military specifications and 858C for many commercial applications), this is a potentially

important issue. Given the narrow bandgap base region of the SiGe HBT compared to a Si BJT, and

hence the expected negative temperature coefficient of the current gain (i.e., b decreases as temperature

increases), it was often asked whether practical SiGe HBTs would have acceptable values of b at required

high-end operational temperatures (e.g., 1258C). That this issue is not a valid concern for circuit

designers is clearly demonstrated in Figure 11.9, which compares the percent change in peak current

gain between 25 and 1258C for a Si BJT and a number or commercially relevant SiGe profiles. There are

several important points to glean from these data:
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. The current gain in SiGe HBTs does indeed have an opposite temperature dependence from that

of a Si BJT, as expected from simple theory.
. These changes in b between 25 and 1258C, however, are modest at best (<25%), and clearly not

cause for alarm for any realistic circuit.
. The negative temperature coefficient of b in SiGe HBTs is tunable, meaning that its temperature

behavior between, say, 25 and 1258C can be trivially adjusted to its desired value by changing the

Ge profile shape near the EB junction. In the case of the 15% Ge triangle profile, with 0% Ge at

the EB junction, b is in fact temperature independent from 25 to 1258C. This points to a major

advantage of bandgap engineering.
. Finally, it is well known that thermal-runaway in high-power Si BJTs is the result of the positive

temperature coefficient of b (i.e., as the device heats up due to power dissipation, one gets more

bias current since the b increases with temperature, leading to a positive feedback process, and

hence thermal collapse). The fact that SiGe HBTs naturally have a negative temperature coefficient

for b suggests that this might present interesting opportunities for power amplifiers, since emitter

ballasting resistors (which degrade RF gain) could in principle be eliminated.

There is also an emerging interest in the operation of electronic devices above 1258C, for planetary space

missions (e.g., Venus), or for on-engine electronics for both the automotive and aerospace sectors to

support the ‘‘more-electric-vehicle’’ thrust of the military. In these cases, allowing the requisite electronic

components to operate at relatively high temperatures (say 200 to 2508C) presents compelling cost-saving

advantages, since the cooling system constraints can be dramatically relaxed. Conventional wisdom

dictates that Si-based devices not be considered for these types of high-temperature applications,

since Si is a fairly low-bandgap material, and thermal leakage (i.e., Ion/Ioff ratios) depends exponentially

on Eg. The fact that SiGe HBTs are capable of operation in such high-temperature environments can

be easily demonstrated experimentally (as shown in Figure 11.10 and Figure 11.11). While performance

degradation generally results at high temperatures, in these second-generation SiGe HBTs the peak
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FIGURE 11.9 Percent change in peak current gain between 25 and 1258C for various Ge profiles. (From JD

Cressler and G Niu. Silicon–Germanium Heterojunction Bipolar Transistors. Boston, MA: Artech House, 2003. With

permission.)
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current gain remains above 125 at 3008C and the peak fT/fmax above 90 GHz at 2008C [22]. No serious

reliability degradation mechanisms were identified at elevated temperatures. Thus, there is no

fundamental reason why SiGe HBTs cannot satisfy this important emerging niche application of high-

temperature electronics.

10−12 10−10 10−8 10−6 10−4 10−2
0

100

200

300

400

500

Collector current (A) 

C
ur

re
nt

 g
ai

n 

AE = 0.28�4.6 µm2

VCB = 0 V

High-breakdown 
High-performance

25�C

300�C

150�C

FIGURE 11.10 Current gain as a function of collector current at various temperatures for both high-performance

(low-breakdown) and high-breakdown second-generation SiGe HBTs. (From T Chen, W-ML Kuo, E Zhao, Q Liang,

Z Jin, JD Cressler, and AJ Joseph. IEEE Trans. Electron Dev. 51:1825–1832, 2004. With permission.)
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FIGURE 11.11 Cutoff frequency as a function of collector current at various temperatures for a second-generation
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51:1825–1832, 2004. With permission.)
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11.8 Summary

Bandgap engineering has a positive influence on the low-temperature characteristics of bipolar tran-

sistors, enabling conventionally designed SiGe HBTs to operate very well in the cryogenic environment.

We have addressed the effects of temperature on SiGe HBT device and circuit operation, by showing

how temperature couples to SiGe HBT dc and ac performance, addressing how one optimizes SiGe

HBTs specifically for cryogenic operation, and finally by considering the operation of SiGe HBTs at

high temperatures. We conclude that the operation of SiGe HBTs at extreme temperatures (both low

and high) is a viable path for commercial SiGe technology, and of potential importance for a growing

number of niche applications.
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12.1 Introduction

There are currently two recent but rapidly growing thrusts within the space electronics community:

(1) the use of commercial-off-the-shelf (COTS) parts whenever possible for space-borne systems as a

cost-saving measure; and (2) the use of system-on-a-chip integration to lower chip counts and system

costs, as well as simplify packaging and lower total system launch weight. The ‘‘holy-grail’’ in the realm

of space electronics can thus be viewed as a conventional terrestrial IC technology with a system-on-a-

chip capability, which is also radiation-hard as fabricated, without requiring any additional process

modifications or layout changes. It is within this context that we discuss SiGe HBT BiCMOS technology

as potentially such a ‘‘radiation-hard-as-fabricated’’ IC technology with possibly far-ranging implica-

tions for the space community.

Within the context of existing data for radiation exposure of SiGe HBTs, it is meaningful to distinguish

between different SiGe HBT technology nodes, and is loosely defined by the ac performance of the SiGe

HBT (e.g., peak fT, which is a very strong function of the vertical profile and hence nicely reflects the

degree of sophistication in structural design, lateral dimensional scaling, profile scaling, and net thermal

cycle). We thus label a SiGe HBT technology node having a SiGe HBT with a peak fT of roughly 50 GHz

as ‘‘first-generation’’ (e.g., SiGe 5HP from IBM [1]), that with a peak fT of roughly 100 GHz as ‘‘second-

generation’’ (e.g., SiGe 7HP from IBM [2]), that with a peak fT of roughly 200 GHz as ‘‘third-generation’’

(e.g., SiGe 8HP from IBM [3]), and that with a peak fT of roughly 300 GHz as ‘‘fourth-generation’’ (e.g.,

SiGe 9T from IBM [4]). For brevity, here we only discuss radiation effects in SiGe HBT. For discussion

on the impact of radiation on the Si CMOS devices found the SiGe HBT CMOS, the reader is referred to

Ref. [5]. More recent results on other commercial SiGe HBT technology platforms (than the IBM results

presented here) can be found in Refs. [6,7].

12.2 DC Effects

The response of SiGe HBTs to a variety of radiation types has been reported, including gamma rays,

neutrons, and protons [8–14]. Since protons induce both ionization and displacement damage, they can

be considered the worst case for radiation tolerance. For the following results, relevant proton energy

of 63 MeV was used. At proton fluences of 1 � 1012 p/cm2 and 5 � 1013 p/cm2, the measured equivalent
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total ionizing dose (TID) was approximately 135 and 6759 krad(Si), respectively, the latter being far

larger than most orbital missions require.

The typical response of a SiGe HBT to irradiation can be seen in Figure 12.1, which shows typical

measured Gummel characteristics of a fourth-generation SiGe HBT, both before and after exposure to

protons [8–14]. As expected, the base current increases after sufficiently high proton fluence due to the

production of generation/recombination (G/R) trapping centers, and hence the current gain of the

device degrades. There are two main physical origins of this degradation. The base current density is

inversely proportional to the minority carrier lifetime in the emitter, so that a degradation of the hole

lifetime will induce an increase in the base current. In addition, ionization damage due to the charged

nature of the proton fluence produces interface states and oxide-trapped charges in the spacer layer at

the emitter–base junction. These G/R centers also degrade IB, particularly if they are placed inside the EB

space–charge region, where they will yield an additional non-ideal base current component (non-kT/q

exponential voltage dependence). By analyzing a variety of device geometries, it can be shown that the

radiation-induced excess base current is primarily associated with the EB spacer oxide at the periphery

of the transistor, as naively expected, and is hence the radiation response is dominated by ionization

damage rather than displacement damage. The radiation-induced degradation of the base current and

current gain for four generations of SiGe technology are shown in Figure 12.2 and Figure 12.3. Less than

30% degradation in peak current gain is observed across all four technology nodes, to 1.0 Mrad(Si)

equivalent radiation levels, suggesting that SiGe HBTs are robust to TID for typical orbital proton

fluences for realistic circuit operating currents above roughly 100 mA without any additional radiation

hardening. These results are significantly better than for conventional diffused or even ion-implanted Si

BJT technologies (even radiation-hardened ones).

Of particular interest is the inference of the spatial location of the proton-induced traps in these

devices [10]. The existence of proton-induced traps in the EB space–charge region is clearly demon-

strated by the G/R-induced increase in the non-ideal base current component shown in the Gummel
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characteristics. The existence of radiation-induced traps in the collector–base space–charge region

was verified by measuring the inverse mode Gummel characteristics of the device (emitter and

collector leads swapped). In this case the radiation-induced traps in the CB junction now act as G/R

centers in the inverse EB junction, with a signature non-kT/q exponential slope. Two-dimensional

simulations were calibrated to both measured data for the pre- and post-irradiated devices at a

collector–base voltage of 0.0 V. In order to obtain quantitative agreement between the simulated and

measured irradiated results, traps must be located uniformly throughout the device, and additional

interface traps must be located around the emitter–base spacer oxide edge. Most of the radiation-

induced recombination occurs inside the EB space–charge region, leading to a non-ideal base current,

as expected.

12.3 AC Small-Signal and Noise Effects

To assess the impact of radiation on the ac performance of the transistors, the S-parameters were

measured to 40 GHz both before and after proton exposure [15]. From the measured S-parameters,

the transistor cutoff frequency as a function of bias current density can be extracted, and is shown for

four technology generations in Figure 12.4. Only a slight degradation in fT (and fmax) is observed, the

latter expected from the minor increase of the base resistance with irradiation, due to either carrier

removal, mobility and lifetime changes, or both. The broadband noise performance of SiGe HBTs is

critical for space-borne transceivers and communications platforms. As shown in Figure 12.5, the

minimum noise figure (NFmin) degrades only slightly at 2.0 GHz in a first-generation SiGe HBT after

an extreme proton fluence of 5�1013 p/cm2 (from 0.95 dB to a still-excellent value of 1.07 dB, a 12.6%

degradation).

SiGe HBTs have the desirable feature of low 1/f noise commonly associated with Si bipolar transistors,

which is of great importance because upconverted low-frequency noise (phase noise) typically limits the

spectral purity of communication systems. Understanding the effects of radiation on 1/f noise in SiGe

HBTs thus becomes a crucial issue for space-borne communications electronics. Physically, 1/f noise

results from the presence of G/R center traps in the transistors, from which trapping–detrapping
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processes occur while carriers flow inside the device, thus modulating the number of carriers (and hence

currents) to produce 1/f noise. The pre-irradiation low-frequency noise spectrum in these SiGe HBTs is

typically 1/f, with an IB
2 dependence, while SIB

� AE is almost independent of AE. The IB
2 and 1/AE

dependencies of SIB
are strong indicators of uniformly distributed noise sources over the entire emitter

area. After 2 � 1013 p/cm2 proton irradiation, the low-frequency noise spectrum in first-generation SiGe

HBTs remains 1/f in frequency dependence, and free of G/R (burst) noise, and at roughly the same noise

magnitude (i.e., no radiation-induced degradation) (as can be seen in Figure 12.6) [16].

12.4 Origin of Radiation Hardness

We note that careful comparisons between identically fabricated SiGe HBTs and Si BJTs (same device

geometry and wafer lot, but without Ge in the base for the epitaxial-base Si BJT) show that the extreme

level of total dose tolerance of SiGe HBTs is not per se due to the presence of Ge [10]. That is, the proton

response of both the epitaxial base SiGe HBT and Si BJT is nearly identical. We thus attribute the
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observed radiation hardness to the unique and inherent structural features of the device itself, which

from a radiation standpoint can be divided into three major aspects: (1) in these epitaxial base

structures, the extrinsic base region is very heavily doped (>5 � 1019 cm�3) and located immediately

below the emitter–base (EB) spacer oxide region, effectively confining any radiation-induced damage,

and its effects on the EB junction; (2) the EB spacer, known to be the most vulnerable damage point in

conventional BJT technologies, is thin (<0.20 mm wide) and composed of an oxide–nitride composite,

the latter of which is known to produce an increased level of radiation immunity; (3) the active volume

of these transistors is very small (emitter stripe width WE ¼ 0.5 mm, and base width Wb < 150 nm), and

the emitter, base, and collector doping profiles are quite heavily doped, effectively lessening the impact

of displacement damage. We also note that these SiGe HBTs compare very favorably in both perform-

ance and radiation hardness with (more expensive) GaAs HBT technologies that are often employed in

space applications requiring both very high speed and an extreme level of radiation immunity [17].

12.5 Low-Dose-Rate Effects

Within the past few years, a pronounced low-dose-rate sensitivity to gamma irradiation that is not

screened by the current test methods for ionizing radiation has been observed in Si bipolar technologies.

The enhancement in device and circuit degradation at low gamma dose rates has come to be known as

‘‘enhanced low-dose-rate sensitivity’’ (ELDRS) [18–20]. The ELDRS effect was first reported in 1991,

which demonstrated that existing radiation hardness test assurance methodologies were not appropri-

ately considering worst-case conditions. The physical origins underlying ELDRS have been hotly debated

for years, and numerous mechanisms proposed. Recent attempts to understand ELDRS include a model

suggesting that the lower net radiation-induced trapped charge density at high-dose-rates is a result of a

space–charge phenomenon, caused by delocalized hole traps that occur in heavily damaged oxides such

as bipolar base oxides. These traps can retain holes on a timescale of seconds to minutes, causing a

buildup of positive charge in the oxide bulk during high-dose-rate irradiation. This is in contrast to low-

dose-rate irradiation, where the irradiation time is much longer, effectively allowing the holes in the trap

centers to be detrapped. Thus, in the high-dose-rate case, the larger total trapped hole density forces

holes near the interface to be trapped closer to the interface, where they can be compensated by electrons

from the silicon. This lowers the resultant net trapped charge density.

To assess ELDRS in first-generation SiGe technology, low-dose-rate (0.1 rad(Si)/sec) and high-dose-

rate (300 rad(Si)/sec) experiments were conducted using Cobalt-60 [21]. As can be seen in Figure 12.7,

low-dose-rate effects in these first-generation SiGe HBTs were found to be nearly non-existent, in

striking contrast to reports of strong ELDRS in conventional Si bipolar technologies. We attribute this

observed hardness to ELDRS to the same mechanisms responsible for the overall radiation hardness of

the technology, and is likely more structural in nature than due to any unique advantage afforded by the

SiGe base. Interestingly, an anomalous decrease in base current was also found in these devices at low-

dose-rates, suggesting that a new physical phenomenon is present at low-dose-rates in these devices.

12.6 SiGe HBT Circuit Tolerance

For the successful deployment of SiGe technology into space-based systems, circuit-level radiation

hardness is clearly more important than device-level hardness. As presented above, the TID device

degradation is minor in the bias range of interest to most actual circuits (typically IC > 100 mA). In

order to assess the impact of radiation exposure on actual SiGe HBT circuits, we have compared two

very important, yet very different circuit types, one heavily used in analog ICs (the bandgap reference

circuit), and one heavily used in RFICs (the voltage-controlled oscillator) [22,23]. Each circuit repre-

sents a key building block for realistic SiGe ICs that might be flown in space. Each of these SiGe HBT

circuits was designed using fully calibrated SPICE models, layed-out, and then fabricated on the same

wafer to facilitate unambiguous comparisons. In addition, because any realistic RF IC must also
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necessarily include passive elements such as monolithic inductors and capacitors, we have also investi-

gated the effects of proton exposure on an RF LC bandpass filter. As can be seen from the data (Figure

12.8), the impact of even extreme proton fluences has minimal effect on either the output voltage or

temperature sensitivity of BGRs, the phase noise or tuning range of VCOs or passive elements, and is

indicative of the overall robustness of this SiGe technology for analog and RF circuit applications.

12.7 Single-Event Upset

Clearly, a space-qualified IC technology must demonstrate sufficient SEU immunity to support high-

speed circuit applications as well as possess TID tolerance. It is well known that even III–V technologies

that have significant TID tolerance often suffer from poor SEU immunity, particularly at high data rates.

Recently, high-speed SiGe HBT digital logic circuits were found to be vulnerable to SEU at even low

linear energy transfer (LET) values [24–26]. In addition, successfully employed III–V HBT circuit-level

hardening schemes using the current-sharing hardening (CSH) technique were found to be ineffective

for these SiGe HBT logic circuits (Figure 12.9). To understand single-event effects in SiGe HBTs,

one must use calibrated two-dimensional or three-dimensional device simulation to assess the charge

collection characteristics of SiGe HBTs. These device-level simulation results can then be coupled to

circuit-level modeling to better understand circuit-level mitigation approaches. From a device perspec-

tive, it is important to first assess the transistor charge collection characteristics as a function of terminal

bias, load condition, substrate doping, and ion strike depth [27,28]. Bias and loading conditions were

chosen to mimic representative circuit conditions within an actual ECL/CML digital circuit. Figure

12.10 shows the charge collected by the collector versus time for different RC loads. The base and emitter

terminals were grounded, the substrate bias was �5.2 V, the collector was connected to ground through

an RC load, and the substrate doping was 5 � 1015 cm�3. A uniform LET of 0.1 pC/mm (equivalent to

10 MeV cm2/mg) over 10-mm depth was used, which generates a total charge of 1.0 pC. The results

clearly show that charge collection is highly dependent on the transistor load condition (i.e., circuit

topology). As the load resistance increases, the collector-collected charge decreases. Note, however, that

the emitter-collected charge increases correspondingly. The underlying physics is that more electrons

exit through the emitter, instead of the collector. A larger load resistance presents a higher impedance to

the electrons at the collector, and thus more electrons exit through the emitter. The collector of the

X-ray 25�C (Nowlin et al.)

X-ray 60�C (Nowlin et al.)
Cobalt 25�C (Nowlin et al.)

Cobalt 25�C (This Work)

100 krad (SiO2)
VBE = 0.6 V
This Work − 0.5�2.5 µm2 SiGe HBT
Nowlin et al. − 1.5�1.5 µm2 Si BJT
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FIGURE 12.7 Normalized base current as a function of gamma radiation dose rate, for both Si BJTs and first-

generation SiGe HBTs. (From G Banerjee, G Niu, JD Cressler, SD Clark, MJ Palmer, and DC Ahlgren. IEEE Trans.

Nuclear Sci. 46:1620–1626, 1999. With permission.)
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adjacent device only collects a negligible amount of charge, despite the transient current spikes of

the strike. Nearly all the electrons deposited are collected by the collector and the emitter, although the

partition between emitter and collector collection varies with the load condition. The impact on the SiGe

base layer on the charge collection properties is a secondary effect.

To better understand circuit-level SEU response, we combined these simulated charge–time

profiles with circuit-level modeling in three different SiGe circuit architectures [29]. Circuit A is a
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FIGURE 12.8 Summary of the measured radiation tolerance of some important first-generation SiGe HBT circuits

and passives. (From JD Cressler, MC Hamilton, R Krithivasan, H Ainspan, R Groves, G Niu, S Zhang, Z Jin, CJ

Marshall, PW Marshall, HS Kim, RA Reed, MJ Palmer, AJ Joseph, and DL Harame. IEEE Trans. Nuclear Sci. 48:2238–

2243, 2001. With permission.)
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FIGURE 12.9 Experimental SEU cross-section test data on first-generation SiGe HBT shift registers. (From

P Marshall, MA Carts, A Campbell, D McMorrow, S Buchner, R Stewart, B Randall, B Gilbert, and R Reed. IEEE

Trans. Nuclear Sci. 47:2669–2674, 2000. With permission.)
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straightforward ECL implementation of the standard rising edge-triggered flip-flop logic. Circuit B is the

unhardened version of the D flip-flop used in the shift register results shown in Figure 12.9. Circuit B

uses fewer transistors and thus less power than circuit A, and is also faster than circuit A, allowing

operation at higher clock rates. Because of these advantages, circuit B is very popular in high-

speed bipolar digital circuit design. The circuit consists of a master stage and a slave stage. The master

stage consists of a pass cell, a storage cell, a clocking stage, and a biasing control. The slave stage has a

similar circuit configuration. Circuit C is the current-sharing hardened version of circuit B. (Refer to

Ref. [5] for circuit-level schematics for A, B, and C.) The circuit was used as a basic building block of the

32-stage shift-register data shown in Figure 12.9. In this case, the current source transistor is divided into

five paths, and these paths are maintained separately through the clocking stage and through the pass

and storage cells. In essence, the input and output nodes of five copies of the switching circuits,

including the controlling switch, clock, master, and storage cells, are connected in parallel. The load

resistance is shared by all the current paths. The quasi-three-dimensional simulated SEU-induced

transient currents were activated on one of the sensitive transistors in the respective circuits. The SEU

currents were activated at 5.46 nsec (within the circuit hold time), immediately after the clock goes from

low to high, a sensitive time instant for SEU-induced transient currents to produce an upset at

the output. The input data are an alternating ‘‘0’’ and ‘‘1’’ series with a data rate of 2 Gbit/sec. Under

these conditions, circuit A shows no upset at all, while circuits B and C show five and three continuous

bits of data upset, respectively (Figure 12.11). These results suggest that circuit A has the best SEU

tolerance, while circuit C, the CSH hardened version, has better SEU tolerance than its unhardened

companion version, circuit B. Circuit A, which shows no data upset at a switching current of 1.5 mA,

does in fact show an upset when the switching current is lowered to 0.6 mA. This is consistent with

our earlier observation that increasing switching current is effective in improving SEU performance

for circuit C.

The fundamental reason for the observed better SEU tolerance of circuit A than for circuits B and C

is that only one of the two outputs of the emitter-coupled pair being hit is affected by the ion-strike

SEU current transients. As long as the differential output is above the logic-switching threshold, the

output remains unaffected, and no upset occurs. The collector voltage of the switching transistor

decreases upon ion strike (compared to without SEU), however, and no upset is observed at the

output, simply because the differential output remains above or below the relevant-switching threshold

(Figure 12.12). These results suggest that circuit-level mitigation techniques can be used in SEU
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R Krithivasan, JD Cressler, P Marshall, C Marshall, R Reed, and D Harame. IEEE Trans. Nuclear Sci. 48:1849–1854,

2001. With permission.)
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P Marshall, and R Reed. IEEE Trans. Nuclear Sci. 49:3107–3114, 2002. With permission.)
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P Marshall, and R Reed. IEEE Trans. Nuclear Sci. 49:3107–3114, 2002. With permission.)

Cressler/Silicon Heterostructure Devices 66900_C012 Final Proof page 10 18.10.2007 4:18pm Compositor Name: JGanesan

12-10 Silicon Heterostructure Devices



hardening of SiGe HBT logic, albeit at some level of additional power dissipation and circuit complexity.

A potential SEU-hardening approach has been recently discussed in Ref. [30], but clearly more

research is needed in the area of SEU mitigation before widespread deployment of SiGe circuitry in

space is attempted.

12.8 Summary

While ionizing radiation degrades both the dc and ac performance of SiGe HBTs, this degradation is

remarkably minor, and is far better than that observed in even radiation-hardened conventional Si BJT

technologies. This fact is particularly significant given that no intentional radiation hardening is needed

to ensure this level of both device-level and circuit-level tolerance (typically multi-Mrad TID). SEU

effects are pronounced in SiGe HBT circuits, as expected, but circuit-level mitigation schemes will likely

be suitable to ensure adequate tolerance for many orbital missions. While technology scaling can

negatively impact the TID response of the SiGe HBT, it naturally improves the hardness of the CMOS

devices, and thus 200 to 300 krad tolerance of the full BiCMOS technology can be achieved without

radiation-hardening in second-generation SiGe HBT BiCMOS technology. Taken together, SiGe HBT

BiCMOS technology offers many interesting possibilities for SoC applications of space-borne electronic

systems.
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13.1 Introduction

Clearly, any new integrated circuit technology (SiGe or otherwise) must be proven to be ‘‘reliable.’’ That

is, under typical circuit-operating conditions, the circuits, and importantly, the systems constructed

from those circuits, must not wear-out or degrade to a level at which they fail ‘‘in the field’’ over the

functional life of the system. In integrated circuit circles, reliability of a given technology begins with

assurance of the reliability of the underlying building block devices—the transistors certainly, but also

the passive elements such as inductors or capacitors, and the interconnects linking the various elements.

In this chapter, we will focus only on the reliability of the transistors; in this case SiGe HBTs.

From a transistor perspective, one ensures adequate reliability by subjecting the devices to extreme

operating conditions for a given length of time, which, for a bipolar technology, historically encom-

passes two different operational scenarios: (1) hot carrier (hot electron or hot hole or both) stressing

associated with reverse-biasing of the emitter–base (EB) junction, and (2) high forward collector current

density (JC) stressing. Both reliability ‘‘modes’’ will generally be conducted under ‘‘accelerated’’ condi-

tions (‘‘over stress’’) consisting of higher VEB and JC than the device would normally encounter during

‘‘typical use’’ circuit conditions, and will likely be performed at either elevated (e.g., 1008C for high JC

stressing) or reduced (e.g., �408C for reverse EB stressing) temperatures to invoke worst-case stress

conditions. One then defines the ‘‘reliability’’ of the transistors in terms of the measured change in a

given defined device metric after a given amount of time under stress (e.g., the stress time it takes to

produce decrease in current gain of 10%). From this time-dependent stress data, which is by definition

limited in scope due to practical testing demands, one then typically projects an extrapolated ‘‘lifetime’’

of the technology (e.g., >10 years), a procedure which clearly invokes a number of assumptions. If the

projected lifetime greatly exceeds the intended system life of the part, then all is well. In practice, during

technology ‘‘qualification’’ various process splits and fabrication cycle variations are often changed to

improve this or that reliability metric as needed, until the checkered flag is finally raised.

This is standard practice today for bipolar integrated circuit technologies. Interestingly, these basic

bipolar reliability stress methodologies have been in place for well over 25 years in basically an unaltered

form. Given the present reality that Si-based bipolar device performance has increased dramatically

in recent years (largely due to the addition of Ge bandgap engineering), and classical bipolar circuit
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topologies have changed radically during this period from a high-speed digital ECL centric world to a

wide variety of mixed-signal circuit types, it is logical to ask whether such reliability methodologies are

in fact capturing all possible reliability degradation modes. As will be argued, they are not. For the

purposes of this chapter, then, we define the concept of device ‘‘reliability’’ to be much broader than its

standard usage in the industry, to include any possible degradation mechanism for any possible mixed-

signal circuit application, in any of the various intended circuit application domains [1]. For instance, in

addition to classical device reliability mechanisms associated with reverse EB and forward JC stress, new

reliability issues for SiGe HBTs include, for instance, the impact of Ge film stability on technology yield,

impact-ionization induced ‘‘mixed-mode’’ stress, concerns associated with scaling-induced breakdown

voltage compression and operating point instabilities, and geometrical scaling-induced low-frequency

noise variations. The impact of ionizing radiation on device and circuit reliability is also important in

this context, but is discussed in Chapter 12.

13.2 Technology-Driven Reliability and Yield Issues

It is obviously key to the viability of SiGe HBT technology that it has a clearly demonstrated reliability

and yield that are comparable to or better than existing Si BJT technology. That is, any reliability or yield

loss due to the incorporation of strained SiGe films are potential technology ‘‘showstoppers.’’ Although

published data on commercial SiGe technologies are sparse, there is no evidence to date that the use of

thermodynamically stable SiGe films imposes any such reliability risk. Clearly, this is good news.

Interestingly, the reverse-bias EB stress response of SiGe HBTs can actually be substantially better than

that for aggressively scaled ion-implanted Si BJTs. This is because the very shallow, low-energy base

implants needed to realize high-performance implanted Si BJTs inevitably place the peak of the base

doping at the metallurgical EB junction, and thus increase the EB electric field. In contrast, for an

epitaxial base device (Si or SiGe), the boron can be placed inside the base region as a boron ‘‘box’’

profile, and while the finite thermal cycle spreads the boron during processing, a boron ‘‘retrograde’’ is

naturally produced at the EB junction, thereby lowering the EB electric field. Since hot electron injection

under reverse-bias EB stress conditions depends exponentially on the EB electric field [2], a transistor

with an epitaxial base will have a fundamental and decided advantage over an implanted base device

in terms of reliability. Importantly, however, this boron retrograde at the EB junction itself produces a

doping-gradient-induced electric field that retards electron transport through the base under forward-

bias, degrading fT. In a SiGe HBT, this doping-induced retarding field is more than compensated by

the Ge-induced accelerating field, but in an epi-base Si BJT, a performance penalty is inevitable. Thus,

compositionally graded SiGe is clearly desirable for epi-base transistor design in Si technology.

High yield on large wafers is key to the cost advantage Si enjoys over its III–V competition, and as in

reliability, the presence of a strained SiGe layer must not unfavorably impact device and circuit yield. It

does not. CMOS yield in a SiGe HBT BiCMOS technology is typically evaluated using a large embedded

static random-access-memory (SRAM) yield monitor (e.g., several hundred kbit). If any of the HBT

films or residuals are not properly removed, then this will be reflected in the SRAM yield. Yield values

can also be easily compared with CMOS-only processes to gauge the robustness of the CMOS section of

the BiCMOS process. Typical yield numbers for the 154 k SRAM in first- and second-generation SiGe

technology are well above 75% [3].

SiGe HBT yield is typically quantified using large chains of small transistors wired in parallel. A chain

yield ‘‘failure’’ is defined as the intersection of emitter-to-collector shorts (pipes), high EB leakage, or

high CB leakage (i.e., any of the three occurrences is defined as a ‘‘bad’’ or ‘‘dead’’ device chain). For

instance, 4000 0.42 � 2.3 mm2 SiGe HBTs is used as a yield monitor in a first generation technology, and

typically has greater than 85% to 90% yield. Choice of CMOS integration scheme does not appear to

affect this result. Interestingly, the primary yield failure mechanism in both the CMOS and SiGe HBTs

is the same, and can be traced to the shallow-trench isolation [3]. By assuming an ideal Poisson

distribution relating defect density and emitter area, one can infer the net defect density associated
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with a given SiGe HBT BiCMOS technology, in this case yielding numbers in the range of 100 to 500

defects/cm2. For orientation, a defect density of 426 defects/cm2 would ideally produce a 60% yield on a

integrated circuit containing 100,000 0.5 � 2.5 mm2 SiGe HBTs, ample transistor count (and yield) to

satisfy almost any imaginable mixed-signal application using SiGe technology [3].

The above yield considerations are clearly predicated on the use of thermodynamically stable

SiGe films in the SiGe HBT BiCMOS technology. While stability considerations in the SiGe material

system are not completely settled, and numerous ‘‘open issues’’ remain (see Ref. [4]), there do exist

reasonably accurate simple theories for predicting film stability once film Ge content and dimensions

are accurately known [5]. While not often openly discussed in the literature, there is a general

consensus in industry that using stable SiGe films is a ‘‘good thing’’ from a yield perspective. The

precise coupling of stability to local pattern density as well as local (added) strain associated with say

the shallow- or deep-trench isolations, remain largely matters for conjecture, and should be quantified

with dedicated research.

13.3 Conventional Device Degradation Mechanisms

As discussed above, reliability stress and ‘‘burn-in’’ of bipolar transistors historically proceed along two

different paths [2–9]: (1) reverse emitter–base (EB) stress, which is used to inject hot electrons (or holes)

into the EB spacer oxide, thereby introducing generation/recombination (G/R) center traps which lead

to excess non-ideal base current (Figure 13.1) and hence current gain degradation (Figure 13.2) as well

as increased low-frequency noise [7]; and (2) high forward-current density stress, which also results in

current gain degradation, but is generally attributed to electromigration-induced changes in the emitter

contact, resulting in a decrease in collector current with increasing stress time.

Accelerated lifetime testing of SiGe HBTs using reverse-bias EB stress is generally conducted under

high reverse EB bias (e.g., 3.0 V) at reduced temperatures (e.g., �408C), where carrier velocities are

higher due to reduced scattering, whereas high forward-current density stress is conducted under a large

JC (e.g., three to four times of the JC at peak fT ¼ 3.0–4.0 mA/mm2 for a first-generation SiGe

technology) at elevated temperatures (e.g., 1008C), where electromigration is inherently more severe.

Typical reverse-bias EB burn-in data from first-generation SiGe HBTs (Figure 13.3) show less than 5%

change in the current gain after a 500-hour, �408C reverse-bias EB stress at 2.7 V [3]. Comparison of

reverse-bias EB stress data of SiGe HBTs having various Ge profile shapes with a comparably constructed

epi-base Si BJT control (Figure 13.4) suggests that there is no enhanced reliability risk associated with

the SiGe layer itself [9].
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base stress. Time (t) is measured in seconds. (From JD Cressler. IEEE Trans. Device Mater. Reliab., 4:222–236, 2004.

With permission.)
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Typical high forward-current burn-in data from first-generation SiGe HBTs (Figure 13.5) show less

than 5% change in the current gain after a 500-hour, 1008C forward-current stress at 1.3 mA/mm2 [3].

Using empirically determined acceleration factors, this result is theoretically equivalent to a more-than-

acceptable 10% current gain degradation after 100,000 power-on-hours (POH) under ‘‘normal use’’

conditions (1.25 mA/mm2 at 1008C).

13.4 ‘‘Mixed-Mode’’ Stress Effects

Optimized transistor scaling leading to such rapid advances in SiGe HBT performance inevitably results

in increased current density operation (i.e., the JC at which peak fT is achieved), in the presence of

increased impact ionization due to the increased collector doping required to suppress both Kirk effect

and high-injection heterojunction barrier effects [4].
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IEEE Trans. Electron Dev. 48:2575–2594, 2001. With permission.)
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A new reliability damage mechanism in SiGe HBTs was recently reported [10,11], which was termed

‘‘mixed-mode’’ degradation, since it results from the simultaneous application of high JC and high VCB,

and which differs fundamentally from conventional bipolar device reliability damage mechanisms asso-

ciated with either reverse emitter–base stress [2,9], or high forward current density stress [13,14]. (We note

parenthetically that the 120 GHz, second-generation SiGe HBTs used in this mixed-mode stress study [12]

showed negligible (acceptable) degradation for conventional reverse EB and forward JC stressing.)

To carefully control the total injected charge during mixed-mode stressing, a robust time-dependent

stress methodology was used which operates the transistor in common-base mode under variable forced

IE and VCB conditions. The stress times ranged from 1 msec to 1000 sec, with excellent repeatability.

Both forward-mode and inverse-mode (emitter and collector swapped) Gummel characteristics were
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measured at specific (adjustable) time intervals, and the base current degradation determined at VBE ¼
0.5 V (VCB ¼ 0 V).

Typical forward-mode and inverse-mode Gummel characteristics as a function of cumulative stress

time are shown in Figure 13.6 and Figure 13.7 for a JE ¼ 40 mA/mm2 and VCB ¼ 3.0 V mixed-mode

stress condition. The mixed-mode stressing produces interface traps and subsequent G/R base current

leakage at both the emitter–base spacer (forward-mode), and the shallow-trench edge (inverse-mode),

consistent with Ref. [10]. The latter effect is new and unexpected compared to conventional reliability

stress modes. The specific JE and VCB dependence of the damage process is shown in Figure 13.8 and

Figure 13.9. Damage thresholds can be observed in second-generation SiGe HBTs at about 25 mA/mm2

(3.0 V), and VCB ¼ 1.0 V (35 mA/mm2).
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We consistently observed random fluctuations in the base current during stress (both within a single

device and device-to-device), which we believe are due to simultaneous creation and annealing of stress-

created interface traps. As argued in Ref. [13], base current fluctuations in the 1 to 100 pA range are

quite consistent with reported hot-carrier-generated trap capture cross sections of 10�13 to 10�15 cm�2

for Si–SiO2 interface traps. We have performed poststress annealing studies (at 4008C for 30 min in

forming gas), which demonstrate that most of the mixed-mode-induced damage can be annealed,

consistent with the known behavior of interface traps.

To gain deeper insight into the mixed-mode damage physics, the hot-carrier injection current was

simulated under mixed-mode conditions (35 mA/mm2, 3.0 V VCB) using fully calibrated (using SIMS,

device layout, and dc and ac data), isothermal two-dimensional MEDICI simulations (with the ‘‘gate
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current analysis’’ module invoked). The local carrier temperatures (electron and hole) were calculated

using energy balance. As with the classical ‘‘lucky-electron’’ model [15], the Si–SiO2 interface trap

production is correlated with the hot-carrier injection current density [16], and is the product of the

local electron current density and the probability that these electrons reach the oxide interface with

kinetic energy higher than the interface trap creation activation energy (taken here to be 2.3 eV [16]).

Note that the emitter–base spacer (and the shallow-trench isolation edge) are well within a mean-free

path length of the (randomly moving) hot carriers generated in the CB junction by impact ionization.

Figure 13.10 shows the normalized distribution of the simulated local hot-carrier injection current

density. For both the emitter–base spacer and shallow-trench damage regions, we find that injection

current density is clearly present and dominated by hot electrons (hot holes exist but in smaller

numbers), consistent with the data shown in Figure 13.6 and Figure 13.7.

A comparison of these second-generation, 120 GHz SiGe HBT mixed-mode stress results with stress

results on more aggressively scaled third-generation 200 GHz SiGe HBTs (peak fT in the 200 GHz devices

occurs at a JC of nearly 20 mA/mm2) shows that transistor lateral and vertical scaling appears to improve

the mixed-mode damage thresholds at fixed JE and VCB conditions, consistent with observations

reported in Refs. [10,17]. We believe that the observed improvement is likely to be a consequence of

the new ‘‘raised extrinsic base’’ structure of the 200 GHz device, which has a reduced level of the impact

ionization at the device edge due to its very shallow extrinsic base formation.

13.5 Breakdown Voltage Constraints and Operating Point
Instabilities

Optimized scaling of SiGe HBTs necessarily results in the decrease of maximum operating voltages

as the technology evolves. For CMOS technology, the reduction in VDD is driven by hot-carrier

reliability constraints. For SiGe HBTs, this voltage reduction has a different physical origin; namely,
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the increase in impact ionization as the collector doping is increased to support increasingly higher

operating current densities. In the case of SiGe HBTs, BVCEO decreases, for instance, from 3.3 to 2.5

to 1.7 V for first-, second-, and third-generation SiGe technology, respectively. Operating voltage

compression is rarely a good thing from a circuit design and system performance perspective, except

for helping maintain power dissipation as operating frequencies rise. Particularly in high-speed analog

and RFIC design, and even in cascoded digital circuits, all application arenas for which bipolar

technology is more naturally suited than CMOS, voltage compression can present serious problems

for maintaining adequate signal-to-noise ratio, voltage headroom for transistor ‘‘stacking,’’ and loss

of efficiency.

This voltage compression issue in SiGe HBTs is far more interesting in many ways than it is for

CMOS, since the actual maximum operating voltages that the transistor can sustain depends very

strongly on how the transistor is driven (i.e., its local circuit environment), and the static as well as

dynamic bias currents which it sees as it is operated. This makes for a seriously complicated situation,

particularly with regard to predictive modeling and robust reliability testing. The ubiquitous BVCEO of

SiGe HBT technologies, for instance, represents the worst-case bias configuration, since it electrically

opens the base, thereby providing a (bad) positive feedback path for the impact ionization induced

currents originating in the CB junction, leading to premature breakdown. Even in such cases, however,

BVCEO is of questionable relevance to real mixed-signal circuit design since all circuits will present a

dynamically varying finite impedance between the base and emitter terminals (i.e., if the base is truly

open the circuit cannot do very much!). Thus, the maximum sustainable operating voltage on a SiGe

HBT generally lies between that of BVCEO (worst case) and the open-emitter collector–base breakdown

voltage BVCBO (best case). For instance, in a first-generation SiGe HBT, BVCEO might be 3.3 V, while

BVCBO might be 10 V, three times higher. Figure 13.11 shows the measured maximum sustainable

collector-to-emitter voltage as a function of operating current density for different input bias configur-

ations for a second-generation SiGe HBT with a 2.2 V BVCEO and 7.5 V BVCBO. Observe the substantial

(worrisome) structure in these curves. This should give any reliability engineer food for thought; since in

principle the operational bias configuration of the transistor is application driven, and can even vary by

0.0

1.0

2.0

3.0

4.0

5.0

6.0

7.0

common-emitter: forced IB 

common-emitter: forced VBE 

common-base: forced IE 

C
ol

le
ct

or
 c

ur
re

nt
 d

en
si

ty
 (

m
A

/µ
m

2 )

Collector−emitter voltage (V)

SiGe HBT: 120 GHz peak fT 

AE = 0.2�4.0 µm2

0 2 4 6 8 10 12

FIGURE 13.11 Collector current density as a function of applied collector to emitter voltage for three different

transistor drive conditions. The data are for a second-generation 120 GHz peak fT SiGe HBT. (From JD Cressler.

IEEE Trans. Device Mater. Reliab., 4:222–236, 2004. With permission.)

Cressler/Silicon Heterostructure Devices 66900_C013 Final Proof page 9 17.10.2007 11:33am Compositor Name: JGanesan

Reliability Issues 13-9



architecture within the same basic application. Said another way, ensuring reliability of the transistor

building block is no solid guarantee of overall circuit and system reliability.

Perhaps even more troubling is the fact that very complex operating bias point ‘‘instabilities’’ exist in

SiGe HBTs (in all bipolar devices, actually) [18,19]. Such instabilities are generally believed to be

triggered by impact ionization, resulting in so-called ‘‘pinch-in’’ current constriction phenomena, but

the simple truth is that they are both highly complex in nature and extremely difficult to both predict

and test for. The simple and tempting proclamation of ‘‘do not design your circuits to operate the

transistors anywhere near such instabilities,’’ may seem like a safe and reasonable approach, but this

stance is increasingly problematic given the ever-shrinking voltage supplies of scaled IC technologies,

and the ever-increasing need for circuit designers to maximize both performance and efficiency. In

addition, even circuits that are well behaved with respect to such instabilities at dc may be inadvertently

forced to dynamically switch through such unstable regimes, with unpredictable consequences. This is

particularly true for certain of the myriad classes of amplifiers, for instance. Figure 13.12 shows a typical

result for a second-generation SiGe HBT operating in forced IE mode. At VCE in the range of 3 V, the

output characteristics develop a chaotic-like behavior, the potential circuit implications of which will be

frightening to most designers. More alarming perhaps, even well-calibrated compact models cannot

capture such instabilities in a robust manner, and hence such effects are effectively not modeled in even

mature technology design kits. The open questions from a reliability perspective are: (1) how do we

meaningfully test our devices for exposure to such instabilities, and (2) can we predict the results of such

behavior on our circuits. These questions remain largely unanswered at present.

13.6 Low-Frequency Noise Variations

Low-frequency noise (LFN) is up-converted to phase noise (noisy sidebands on the carrier) through

the nonlinearities of transistors, producing a fundamental limit on the achievable spectral purity of

communications systems. While LFN is not traditionally considered to be a reliability issue, per se, its

importance in mixed-signal circuit design makes it worthy of fresh consideration, within both the

context of aggressive geometrical scaling, as well as the addition of SiGe to the problem. One of the

unique merits of SiGe HBTs is that they can simultaneously provide very small broadband noise and low
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1/f noise, giving them a decided advantage over scaled CMOS and III–V devices for high-frequency

wireless building blocks limited by phase noise (e.g., oscillators and mixers) [20,21]. SiGe HBTs are in

fact capable of extremely impressive levels of LFN, even when they are aggressively scaled in geometry,

vertical profile, and thermal budget to improve the broadband performance. For instance, a 1/f noise

corner frequency of 220 Hz (IB ¼ 1 mA) was achieved in a 0.12 � 0.50 mm2 (drawn) third-generation

SiGe HBT with a peak fT of greater than 200 GHz and minimum NFmin of less than 0.5 dB at 10 GHz.

This combined low-frequency plus broadband noise performance is superior to any semiconductor

device technology, even InP pHEMT technology. This impressive performance noted, we must also

point out that an unusual statistical variation (in effect, a device-to-device statistical ‘‘scatter’’) in the

LFN spectra of small geometry SiGe HBTs has been recently reported [22]. We view such variations to be

inherent reliability concerns, with largely unknown circuit implications, and are generally underappre-

ciated in the reliability community.

This LFN statistical variation with size has also been observed in MOSFETs, JFETs, and BJTs

in small-sized devices [23–25]. Fundamentally, the noise-generating mechanism inside transistors

is generally regarded as a superposition of individual trapping or detrapping processes due to the presence

of G/R centers in the device. Each G/R center contributes a Lorentzian-type (1/f 2) noise signature,

and given a sufficient number of traps (a statistical ensemble), these Lorentzian processes combine

to produce the observed 1/f noise behavior. At sufficiently small device size, however, the total

number of traps is small enough that non-1/f behavior, and hence large statistical variations, can be

easily observed.

Figure 13.13 compares a typical family of noise spectra measured on a ‘‘small’’ SiGe HBT, with those

measured on a ‘‘large’’ SiGe HBT, at fixed base current density (to allow easy comparison). In these SiGe

HBTs, the noise magnitude as a function of bias current (at 10 Hz) for the devices exhibiting ‘‘clean’’ 1/f

behavior exhibit a classical IB
2 plus 1/AE dependence across the useful bias range, independent of the

technology generation, consistent with classical number fluctuation theory [26,27].

The noise variation in these SiGe HBTs can be quantified using a classical standard deviation

approach [22]. Cross-generational noise variation data in SiGe HBT technology are shown in Figure

13.14 (the effect is negligible in the first-generation 50 GHz SiGe HBTs due to their larger emitter size)
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FIGURE 13.13 Base current noise spectra for a ‘‘large’’ area SiGe HBT and a ‘‘small’’ area SiGe HBT showing the

large statistical variation from sample-to-sample for small geometry transistors. (From J Johansen, Z Jin, JD Cressler,

Y Cui, G Niu, Q Liang, J-S Rieh, G Freeman, D Ahlgren, and A Joseph. Proceedings of the IEEE International

Semiconductor Device Research Symposium, Washington, DC, 2003, pp. 12–13.)
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[28]. Interestingly, observe that the noise variation in the 200 GHz SiGe technology generation shows

anomalous scaling behavior below about 0.2 to 0.3 mm2 emitter geometry, below which the noise

variation rapidly decreases. Such LFN variations in very small geometry SiGe HBTs can be qualitatively

explained by calculations based on the superposition of Lorentzian (1/f 2) G/R traps [22,23]. Both simple

calculations and more sophisticated microscopic noise simulations indicate that as the emitter geometry

scales, the device-to-device LFN variation becomes larger due to the decreased number of G/R traps

participating in the noise process. Conventional reverse-bias EB stressing, as well as exposure to ionizing

radiation, can be used to further probe and understand the origins of this unique scaling-induced

reliability issue [22,29].

13.7 Summary

In this chapter, I have attempted to give a new (and hopefully refreshing) perspective on the reliability

issues and concerns associated with emerging SiGe HBT technologies, particularly as they are increas-

ingly used in a wide variety of mixed-signal circuit applications. As any honest reliability engineer will

admit, the scariest scenarios are those reliability failure mechanisms that may loom beyond the horizon

and remain unseen at present, even to the trained eye. While I have managed to address in this chapter

the conventional reliability failure mechanisms, as well introduce a number of additional nonstandard

reliability issues in SiGe HBTs, which are becoming increasingly important in the emerging mixed-signal

application domain, it is impossible, by definition, to anticipate them all. Thermal effects, for instance,

which are unavoidable in today’s high-performance technologies operating at very high current levels,

will eventually come back to plague us in a major way (they already do). Such thermal issues couple in

strong ways to virtually all failure mechanisms in devices, and importantly, are both difficult to measure,

and even harder to predictively model. Impact ionization induced bias point instabilities are another

concern of increasing importance, which demands attention. Operating voltages necessarily compress

with scaling for optimal performance, and what effect such instabilities have on circuit and system-level

reliability remains unclear, and hence is worthy of increased focus. We will likely soon reach a point in

certain mixed-signal circuits when simply avoiding such operational bias regimes will not be a tractable

solution. All of this said, I do not view any of the reliability issues addressed here as ‘‘show-stopping’’ in
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FIGURE 13.14 Noise variation coefficient versus emitter area for multiple SiGe HBT technology generations. The

base bias current is 1.0 mA. (From J Johansen, Z Jin, JD Cressler, Y Cui, G Niu, Q Liang, J-S Rieh, G Freeman,

D Ahlgren, and A Joseph. Proceedings of the IEEE International Semiconductor Device Research Symposium,

Washington DC, 2003, pp. 12–13.)
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nature, and as with all reliability concerns, they must be understood, quantified, and then carefully but

relentlessly ‘‘designed around.’’
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14.1 Introduction

Within semiconductor devices under external bias, the carriers experience successive scatterings while

traveling under the influence of an electric field. In most scattering events, they give up kinetic or

potential energy they retained, which is converted into various other forms of energy as a result of

generating phonons, photons, or electron–hole pairs. Among these energy-conversion modes, the

generation of phonons, or the increase of lattice vibration level, is the most frequently encountered

mode and results in the generation of heat in the devices. The consequent junction temperature rise, or

self-heating, significantly influences device behaviors. It modulates the device operation condition since

the characteristics of semiconductors are inherently given as a function of temperature. Device reliability

is also affected since the raised temperature promotes most of the long-term degradation mechanisms as

well as the catastrophic failures of the devices. Therefore, an accurate characterization of self-heating is

critical for the precise prediction of device operation and degradation as well as the prevention of device

failures. Historically, self-heating has been a concern mainly for high-power devices in which extensive

power consumption results in a great heat generation. However, recent aggressive scalings intended for

speed enhancement, which usually accompany a considerable increase in operation current level, have

made the self-heating in high-speed devices a major concern. Hence, self-heating has become a generic

issue for semiconductor systems in general, and their thermal properties need to be properly analyzed

along with the electrical properties.

This chapter provides an overview of the issues related to self-heating and thermal effects in SiGe

HBTs. As SiGe HBTs are nearly identical to conventional Si BJTs from the thermal point of view, except

for a fractional amount of Ge included in the base, the analyses and discussions made in this review are

for Si BJTs in general. Although SiGe in the base has a poorer thermal conductivity than Si [1], its

impact will not be pronounced since the principal heat source in bipolar transistors is the base–collector

space–charge region and most of the generated heat is dissipated downward through the substrate.

Section 14.2 overviews the modeling of self-heating and its impact on device operation, followed by
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Section 14.3 in which thermal resistance measurement methods are introduced along with the trend of

the thermal resistance for various SiGe HBT dimensions and structures. In Section 14.4, selected

reliability issues related to self-heating are discussed.

14.2 Modeling of Self-Heating

Thermal Resistance Rth

The heat conduction in a homogeneous isotropic solid is described by following time-dependent

equation [2]:

r2T ¼ rc

k

@T

@t
, (14:1)

where T is temperature, r is density, c is specific heat, k is thermal conductivity, and t is time. With

appropriate initial and boundary conditions, the temperature is determined as a function of time and

position within the conducting media. The thermal resistance Rth is defined as the ratio of the final value

of the temperature at a given position~rr and the dissipated power (Pdiss) from the heat source:

Rth(~rr) ¼ T(~rr, t ¼ 1)� T(~rr, t ¼ 0)

Pdiss

¼ DT(~rr)

Pdiss

: (14:2)

Although Rth is a function of position in general, Rth of a device conventionally refers to the thermal

resistance at the region inside the device with the peak temperature, which is called the junction

temperature Tj. Hence, following position-independent formula is widely accepted:

Tj ¼ RthPdiss þ T0, (14:3)

where Rth is the thermal resistance of the given device, and T0 is the temperature in the absence of power

dissipation, or the ambient temperature.

The simplest practical boundary condition for the heat dissipation in a device fabricated on

a semiconductor substrate is a hemisphere with an adiabatic surface just above the heat source.

Although the introduction of an image heat source above the surface simplifies such boundary condition

[3], there exists no closed-form solution for this apparently simple geometry, implying the level of

complexity involved in the proper modeling of Rth in practical devices. Joy and Schlig [3] proposed

an approximate expression, based on numerical calculations, to best represent Rth for such boundary

condition:

Rth ¼
1

2k
ffiffiffiffiffiffiffiffi
LW
p f (L, W , H , D) (14:4a)

’ 1

4k
ffiffiffiffiffiffiffiffi
LW
p , (14:4b)

where f (L, W, H, D) is a function of the dimensions for the heat source: length (L), width (W), height

(H), and the distance from the surface (D). For bipolar transistors, in which most of heat is generated

within the base–collector space–charge region, the dimensions of this region suitably serve for the

estimation when substituted. Equation 14.4a can be further reduced to Equation 14.4b based on the fact

that f (L, W, H, D) typically falls in the proximity of 0.5 for most practical devices [3], which is valid even

for the aggressively scaled devices of today. Therefore, Rth of plain bulk devices can be estimated from

Equation 14.4b with a reasonable accuracy.
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While an ideal homogeneous medium was assumed for the substrate of the device in the analysis above,

actual bipolar transistors typically employ oxide-based structures for improved isolation, such as deep

trenches or buried oxides with SOI substrates. Since the thermal conductivity of silicon dioxide is only one

hundredth of that of silicon (see Table 14.1 [1,4,5]), such oxide-based isolations severely impede heat

dissipation, resulting in Rth significantly greater than predicted by Equation 14.4b [6–11]. Therefore,

modified approaches are necessary to accurately model the devices with oxide isolations, which is

challenging as the oxide-based structures impose complicated boundary conditions. Despite the difficulty,

there have been efforts to tackle the problem, which are briefly reviewed below.

Deep trench is the predominant isolation scheme for modern bipolar transistors and the modeling of

Rth for deep trench-isolated devices has been a subject of numerous studies. Walkey et al. [7,12] treated the

vertical trench walls as adiabatic boundaries and the trench bottom plane as a boundary with a constant

temperature, and then applied the image source method similar to Ref. [3]. Pacelli et al. [10] introduced an

additional Rth term to Equation 14.4b to account for the thermal resistance increase that results from the

blocking of radial heat propagation by the trench. Rieh et al. [11,13] treated the trench as a perfect heat-

insulator that limits the lateral extent of heat flux, and assumed that the flux below the trench is confined

within a cone-shaped boundary [14]. In this work, the thermal resistance of the device was estimated based

on the following general expression for Rth, applied to the geometrical heat flux boundary assumed:

Rth ¼
ð

1

k(z)A(z)
dz, (14:5)

where k and A are the thermal conductivity and the cross section of the heat flux, respectively, both given as

a function of z. Equation 14.5 implies that the increase in Rth for trench-isolated devices is more

pronounced with deeper trenches and narrower trench-enclosed areas. This geometrical approach leads

to a simple analytic expression of Rth in terms of the device dimensions, which can be readily implemented

into device models. Despite the different approaches, all these thermal models predict a substantial

increase in Rth for the deep trench-isolated devices compared to plain bulk devices (50% to 100%

for typical trench dimensions), manifesting the adverse effects of the oxide trench isolations on heat

dissipation.

SOI-based bipolar transistors have gained increasing attention recently [15–17], owing to improved

isolation or compatibility with SOI CMOS, or both. From the thermal point of view, however, such

structure is detrimental because the buried oxide, often combined with oxide trenches and BEOL

dielectric layers, severely impedes the heat dissipation. A few modeling approaches [8,10] and meas-

urements [6,17] have been reported regarding the thermal characteristics of bipolar transistors on SOI

substrates, consistently showing that SOI devices exhibit Rth values far larger (50% to 300%) than those

of bulk devices of a similar dimension. It is noted that the increase of Rth in SOI structures is far more

significant when combined with deep trenches, as verified by simulations in Ref. [17].

Thermal Capacitance Cth

For steady-state conditions, the thermal resistance Rth alone is sufficient to describe the relationship

between temperature and dissipated power. However, when the transient behavior of self-heating is

important, the concept of the thermal capacitance Cth needs to be introduced, which will eventually

constitute the thermal impedance Zth along with Rth. A general expression for the thermal capacity (heat

capacity) in a solid is given by

TABLE 14.1 Thermal Conductivity of Selected Semiconductors and Insulators at T ¼ 300 K [1,4,5]

Si GaAs InP SiC(6H) GaN Si0.7Ge0.3 SiO2 Si3N4 Diamond

k (W/cm K) 1.41 0.46 0.68 4.6 1.3 0.08 0.014 0.19 2000
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Cth ¼ rcV , (14:6)

where V is the volume to be heated. It is assumed in Equation 14.6 that the temperature is uniform

throughout the volume V. For practical device structures, however, thermal gradients always exist inside

the device, and the volume V is not clearly defined since the substrate around the device is partially

heated as well. Hence, Equation 14.6 is seldom employed to model the thermal capacitance for practical

purposes. Instead, Cth is usually estimated from the measured time-dependent response of the junction

temperature to the power dissipation, typically applied as a step function [18–20]. Together with Rth

values, which can be readily measured as described in the next section, Cth is obtained from the

estimated time delay t ¼ RthCth of the transient response.

Reported values of t for typical bipolar transistors range from �50 ns to �1 ms [3,20]. It is noted that

this is the time delay associated with the local heating of an individual device. Another time delay related

to the global heating of a chip, which arises from the averaged heat dissipation of all the devices

embedded in the chip, is much larger and ranges from milliseconds to minutes depending on the

packaging and air flow design around the package [21]. It is the global heating that causes the overall

chip temperature rise, which typically ranges around 80 to 1208C. The local heating is superimposed

onto the global heating, causing the junction temperature to rise above the chip temperature. The

thermal modeling of individual devices generally pertains to the local heating and the chip temperature

is considered as a fixed ambient temperature.

Thermal Impedance Zth

The thermal impedance Zth is a generalized form of Rth to include the time dependence of the junction

temperature rise. With a simple electrical circuit analogy, Zth can be represented as a parallel combin-

ation of Rth and Cth, with the dissipated power Pdiss replacing the current I as shown in Figure 14.1a.

Then the frequency domain expression of thermal impedance Zth(s) is given by

Pdiss Rth Cth

Zth

Zth,1 Zth,2 Zth,n

1+sRthCth

RthZth =

Pdiss

Rth,1 Rth,2 Rth,n

Cth,1 Cth,2 Cth,n

(a)

(b)

Zth = Zth,i
i=1

n

Σ

FIGURE 14.1 Circuit analogy of thermal analysis: (a) monopole representation and (b) multipole representation.
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Zth(s) ¼ 1

Rth

þ sCth

� ��1

¼ Rth

1þ sRthCth

: (14:7)

The corresponding time domain expression of thermal impedance Zth(t), assuming Pdiss is applied as a

unit step function, can be obtained by taking the inverse Laplace transform of Equation 14.7 multiplied

by 1/s :

Zth(t) ¼ Rth 1� exp � t

RthCth

� �� �
: (14:8)

This is a monopole approach with a single time constant (t ¼ RthCth), which is widely adopted by most

bipolar models, including VBIC, largely owing to its simplicity. When a higher level of accuracy is

required, multipole approaches with more than one time constant can be employed. The circuit

representation for the multipole approximation is shown in Figure 14.1b and the corresponding Zth is

given by

Zth(t) ¼
X

i

Rth,i 1� exp � t

Rth,iCth,i

� �� �
: (14:9)

It was shown that even two-pole approximations provide a significantly improved level of accuracy, in

terms of match to measurement, compared to monopole approaches [8,20].

For bipolar transistors, the dissipated power is given by Pdiss ¼ IBVBE þ ICVCE and the final junction

temperature Tj is expressed in terms of Zth as

Tj ¼ Zth(IBVBE þ ICVCE)þ Tamb: (14:10)

An accurate prediction of transistor operation in the presence of self-heating is then obtained by

simultaneously solving Equation 14.10 and relevant electrical equations in which Tj is substituted for

the temperature in electrical parameter expressions. Electrothermally self-consistent circuit simulators

can thus be developed based on such relationship linking electrical and thermal properties of bipolar

transistors [21–25].

14.3 Thermal Resistance Measurement and Trends

Measurement of Rth

The thermal resistance of a device can be extracted from the relation between the power dissipation and

the junction temperature. Such relation is usually obtained by exploiting the temperature dependence of

an electrical parameter of the device, in which the electrical parameter is measured for various power

dissipation levels and then translated into temperature variations by a careful calibration. The most

widely used such temperature-sensitive electrical parameters (TSEPs) for Rth extraction in bipolar

transistors are the base–emitter voltage VBE [13,26–30] and current gain b [30–32]. The temperature

dependence of current levels can also be utilized for the extraction [33–35]. Here, an approach utilizing

VBE as a TSEP is briefly introduced following the description in Ref. [13].

As a first step, the device is biased with a fixed emitter current IE and collector–base voltage VCB, and

then VBE is measured for substrate temperature TS which is swept for the range of interest. The resultant

VBE � TS correlation, such as shown in Figure 14.2a, is called the calibration curve. As a second step, the

device is biased with the same IE as used in step 1 at a fixed substrate temperature (denoted as ambient

temperature Tamb), and VBE is measured for different dissipated power (Pdiss¼ ICVCE þ IBVBE) with

varying VCB (Figure 14.2b). A moderate VCB range is suggested to avoid avalanche effects. Now, by
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eliminating VBE from the two measurements obtained from step 1 and step 2, the relationship between

temperature and power is obtained (as shown in Figure 14.2c). As a final step, a compensation is made

in order to account for the self-heating in step 1, since it related VBE to the substrate temperature TS, not

to the junction temperature Tj. This can be done by taking the y-axis intercept point of the obtained

temperature–power relation, denoted by To in Figure 14.2c, and shifting the entire curve upward

by the difference between the ambient temperature Tamb and To [31]. This final curve presents the

junction temperature as a function of power dissipation, and Rth can be extracted from its slope. If

the self-heating in step 1 is significant enough to cause a considerable power dissipation variation due

to the small VBE change over the TS variation (note that any increase in TS would slightly reduce VBE,

resulting in a finite increase in the total power dissipation, which was assumed negligible above), an

additional compensation is needed which involves a correction in the slope of the temperature–power

curve [29].

Rth Trend in SiGe HBTs

Several studies have been published which report the measured thermal resistance of SiGe HBTs

[11,13,17,28,29,34]. Here, results [11] obtained from the IBM’s deep trench-isolated 200 GHz SiGe

HBTs [36] are introduced as an example, which were extracted based on the method described above.

Figure 14.3 shows the measured Rth for different emitter lengths and a fixed emitter width of 0.12 mm.

Also included as a solid line is a prediction from the analytical model in Ref. [13], in which the heat

dissipation through the metal lines is treated as a fitting parameter. As is clear from Figure 14.3, shorter
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FIGURE 14.2 The extraction procedure for Rth: (a) step 1: IE and VCB is fixed, and VBE is measured for various

substrate temperature TS. (b) Step 2: IE is fixed and VBE is measured for a range of Pdiss with varying VCB. (c) Step 3:

Pdiss–Tj relation is obtained by eliminating VBE from step 1 and step 2, and compensation is made to account for self-

heating in step 1. The slope of the curve is Rth.

Cressler/Silicon Heterostructure Devices 66900_C014 Final Proof page 6 18.10.2007 4:18pm Compositor Name: JGanesan

14-6 Silicon Heterostructure Devices



devices (with a smaller emitter length) exhibit larger Rth due to a smaller cross-sectional area enclosed by

the deep trench, which effectively pinches the heat flux toward substrate. However, the deep trench-

enclosed area per emitter area is larger for shorter devices, which results in a smaller junction tempera-

ture rise for shorter devices when a fixed power density is assumed over the various emitter lengths

(Figure 14.4). An opposite trend is exhibited by the junction temperature rise for a fixed power, which

closely follows the trend of thermal resistance (recall DTj ¼ PdissRth). However, the fixed power density

assumption is more realistic since it is a similar current density, rather than current, that is shared for

devices with different sizes. This indicates that shorter devices, despite their larger thermal resistances,

tend to cause less self-heating effects and are favored from the thermal standpoint. A similar trend is

observed for the variation of Rth with emitter width. With emitter length fixed, narrower devices exhibit

smaller junction temperature rise for a fixed power density, despite the increasing trend of Rth with

decreasing emitter width [13].

Device Layout for Reduced Rth

Due to the considerable self-heating effects, the layout of today’s scaled high-speed devices needs

to be optimized for both thermal and electrical performance. This section provides a couple of

examples for such considerations. As the deep trenches significantly suppress the heat dissipation,

Rth is expected to decrease with increasing deep trench-enclosed area. In order to verify such tendency

experimentally, Rth was measured and compared for SiGe HBTs with various deep trench-enclosed

areas, which was achieved by adjusting the distance from emitter finger to trench [11]. As shown

schematically in the inset of Figure 14.5, the device used in the experiment has an emitter finger

located off the center of the deep trench-enclosed area to allow for the collector contact, and two

parameters are defined for the finger-to-trench distance: S1 (shorter distance) and S2 (longer distance).

Rth was measured for various S1/S2 ratios for which S2 is fixed. Figure 14.5 clearly depicts a decreasing

trend of Rth with increasing S1: 17% reduction when S1/S2 ratio is increased from 0.23 to 1. Also

compared is a device without deep trench, which exhibits a 32% reduction in Rth by eliminating

the trench.

Another approach to improve the thermal resistance is to partition the emitter finger into segments,

which effectively increases the cross section of the heat flux beneath the emitter fingers. To verify the

effect, devices with segmented emitter fingers with various spacings between the segments and different
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FIGURE 14.3 Thermal resistance of deep trench-isolated SiGe HBTs with various emitter lengths [11]. Measure-

ment (symbols) is compared with model prediction (solid line) where the heat dissipation through metal line is

treated as a fitting parameter.
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numbers of the segments were fabricated [11]. First, the emitter finger was divided into two, three, and

four segments with fixed total spacing and total emitter length, for which the deep trench-enclosed area

remained unchanged. Then, for the same set of device structures, the total spacing was varied from 0 to

3 mm. Figure 14.6 shows that Rth decreases with increasing total spacing, which is a combined effect of

increased deep trench-enclosed area and segmented emitter finger. More interestingly, when the total

spacing is fixed, the devices with a larger number of segments (with smaller individual segment length)

exhibit smaller Rth, an effect solely due to the segmented emitter finger (the deep trench-isolated area is

fixed and its effect is isolated). Such reduction in Rth can be ascribed to the fact that the heat source is

more evenly spread with more segments, although the total heat source area and deep trench-enclosed

area are fixed.
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FIGURE 14.4 Junction temperature rise of deep trench-isolated SiGe HBTs with various emitter lengths [11]. Two

difference conditions are assumed: fixed power (open symbols) and fixed power density (solid symbols).
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14.4 Thermal Effects and Device Reliability

Thermal Runaway

Thermal runaway is a phenomenon caused by the electrothermal positive feedback widely observed in

bipolar transistors with an excessive junction temperature rise. The origin of the thermal runaway (or

thermal instability) is closely related to the positive temperature dependence of collector current IC,

which increases with increasing temperature for a fixed VBE. Consider a typical IC–VBE relation of a

bipolar transistor in the presence of strong self-heating (as shown in Figure 14.7 [37]), and assume the

device is biased near a critical regression point on the curves. Now, if VBE is forced to increase by a small

amount of DVBE, then an increase in IC will follow, leading to an increase in power dissipation and thus

temperature. The raised temperature, due to the positive temperature dependence of IC, will further

increase IC, which results in yet another temperature rise. This mutual interaction would build up a

positive feedback between temperature and IC, which may eventually lead to an instantaneous burn-out

of the device. Since ambient electrical noise may cause fluctuations on VBE large enough to trigger the

thermal runaway when a device is biased near the critical point, it is strongly suggested to keep devices

away from such bias point with an enough margin. Such instability can be triggered by a perturbation in

the spatial distribution of the current over the device also. If a certain location over a device develops a

current density higher than surrounding area, the region will be selectively heated up and the local

temperature will rise sharply, creating a ‘‘hot spot.’’ Then, this spot would further attract current from

neighboring regions due to the aforementioned positive temperature dependence of IC, triggering a

positive feedback similar to the one described above. In fact, this is a more commonly observed

triggering mode of thermal runaway in practical devices.

The thermal instability is also generally believed to be a direct cause of the second breakdown [38–40]

(especially for forward mode second breakdown [41,42]), in which an abrupt VCE reduction is observed

with IC raised beyond a critical point. When the thermal instability results in an excessive level of local

temperature rise in a device, an intrinsic zone may develop at the hot spot (which happens at Tj 0
1300 K) [43]. At this intrinsic zone, the carrier concentration is now determined by the intrinsic carrier
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total spacings and number of segments: two (solid circles), three (open squares), and four segments (solid triangles).

Solid lines are model prediction, and the error bars indicate minimum and maximum of the data acquired across the

wafer.
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concentration at the given temperature rather than the doping concentration. As the intrinsic carrier

concentrations at such high temperatures are much larger than typically available doping concentra-

tions, a highly conductive local region is created in the device, triggering an abrupt reduction in the

voltages across junctions, notably VCE of bipolar transistors. This phenomenon is generally called the

second breakdown.

As a greater temperature increase is expected with a larger power dissipation, thermal runaway is in

general more likely to take place with higher VCB and IC, and a safe operation boundary needs to be

accordingly defined. As the junction temperature decreases with decreasing Rth for a given power

dissipation, a reduction in Rth, either by structural modification or employing a heat sink, is favored

to relax the safe operation boundary and lower the chance for thermal runaway. Alternatively, an emitter

ballasting resistor can be employed [44], which is probably the most practical and widely accepted

approach to suppress thermal runaway. With an extra resistance component inserted in series with the

emitter, any increase in IC will cause a voltage drop across the inserted emitter resistance, leading to a

reduction in the intrinsic VBE. The reduced intrinsic VBE will suppress any further increase of IC, thus

providing a negative feedback that counterbalances the electrothermal positive feedback.

Long-Term Reliability

Most of the device degradation mechanisms are accelerated with temperature, and self-heating imposes

negative impacts on the long-term reliability of devices. In general, accelerated degradations with

temperature follow an Arrhenius relation, and the mean time to failure (MTTF) can be estimated in

terms of activation energy E0 and junction temperature Tj as following:

MTTF ¼ C exp
E0

kTj

� �
¼ C exp

E0

k(Tj0 þ DTj)

� �
, (14:11)

where Tj0 is the junction temperature without self-heating, DTj is the junction temperature rise due to

self-heating, k is the Boltzmann constant, and C is a coefficient. It is clear from Equation 14.11 that any

junction temperature rise will lead to a reduction in MTTF. Such effects are illustrated in Figure 14.8 in

which the normalized MTTF is plotted as a function of DTj up to 200 K, for various E0 values within the

practical range. The chip temperature was fixed at 1008C (373 K), a typical value for commercial chips,

and C is assumed constant implying MTTF is dominated by temperature. The plot shows a rapid
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HBT [37]. (Copyright 2000 IEEE.)
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reduction in MTTF with increasing Tj, which is more pronounced with larger activation energies.

According to the plot, DTj of a few tens of kelvins, which is realistic for modern high-speed SiGe HBT

operation, may lead to a reduction in MTTF by multiple orders of magnitude depending on the

activation energy. It is obvious from this simple calculation that self-heating has a significant impact

on the long-term device degradation and any effort for Rth reduction will lead to a substantial

improvement in the device lifetime.

14.5 Summary

In this chapter, the general issues regarding the self-heating and thermal effects in Si-based bipolar

transistors, particularly for SiGe HBTs, were reviewed, which covered the modeling of self-heating, the

measurement of the thermal resistance, the trend of Rth for various device structures, and the effect

of self-heating on device reliability. As stressed in this chapter, the proper consideration and analysis of

the self-heating effects are critical for an accurate prediction of device operation and understanding

of device reliability. Although extensive knowledge on this field has been accumulated owing to decades-

long efforts, there still exist unexplored territories to be investigated for better understanding and

control of the thermal effects.
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12. D Walkey, T Smy, C Reimer, M Schröter, H Tran, and D Marchesan. Modeling thermal resistance in

trench-isolated bipolar technologies including trench heat flow. Solid-State Electronics 46:7–17,

2002.

13. J-S Rieh, D Greenberg, B Jagannathan, G Freeman, and S Subbanna. Measurement and modeling of

thermal resistance of high speed SiGe heterojunction bipolar transistors. Proceedings of Topical

Meeting on Silicon Monolithic Integrated Circuits in RF Systems, 2001, pp. 110–113.

14. D Kennedy. Spreading resistance in cylindrical semiconductor devices. Journal of Applied Physics

31:1490–1497, 1960.

15. K Washio, E Ohue, H Shimamoto, K Oda, R Hayami, Y Kiyota, M Tanabe, M Kondo, T Hashimoto,

and T Harada. A 0.2-mm 180-GHz-fmax 6.7-ps-ECL SOI/HRS self aligned SEG SiGe HBT/CMOS

technology for microwave and high-speed digital applications. Technical Digest of International

Electron Devices Meeting, 2000, pp. 741–744.

16. J Cai, A Ajmera, C Ouyang, P Oldiges, M Steigerwalt, K Stein, K Jenkins, G Shahidi, and T Ning.

Fully-depleted-collector polysilicon-emitter SiGe-base vertical bipolar transistor on SOI. Digest of

Symposium on VLSI Technology, 2002, pp. 172–173.

17. M Mastrapasqua, P Palestri, A Pacelli, GK Celler, MR Frei, PR Smith, RW Johnson, L Bizzarro, W Lin,

TG Ivanov, MS Carroll, IC Kizilyalli, and CA King. Minimizing thermal resistance and collector-to-

substrate capacitance in SiGe BiCMOS on SOI. IEEE Electron Device Letters 23:145–147, 2002.

18. RT Dennison and KM Walter. Local thermal effects in high performance bipolar devices/circuits.

Proceedings of Bipolar Circuits and Technology Meeting, 1989, pp. 164–167.

19. DT Zweidinger, RM Fox, JS Brodsky, T Jung, and S-G Lee. Thermal impedance extraction for

bipolar transistors. IEEE Transactions on Electron Devices 43:342–346, 1996.

20. DJ Walkey, TJ Smy, D Marchesan, H Tran, C Reimer, TC Kleckner, MK Jackson, M Schroter, and

JR Long. Extraction and modelling of thermal behavior in trench isolated bipolar structures.

Proceedings of Bipolar/BiCMOS Circuits and Technology Meeting, 1999, pp. 97–100.

21. RM Fox, S-G Lee, and DT Zweidinger. The effects of BJT self-heating on circuit behavior. IEEE

Journal of Solid-State Circuits 28:678–685, 1993.

22. RM Fox and S-G Lee. Scalable small-signal model for BJT self-heating. IEEE Electron Device Letters

12:649–651, 1991.

23. DT Zweidinger, S-G Lee, and RM Fox. Compact modeling of BJT self-heating in SPICE. IEEE

Transactions on Computer-Aided Design of Integrated Circuits and Systems 12:1368–1375, 1993.

Cressler/Silicon Heterostructure Devices 66900_C014 Final Proof page 12 18.10.2007 4:18pm Compositor Name: JGanesan

14-12 Silicon Heterostructure Devices



24. CC McAndrew. A complete and consistent electrical/thermal HBT model. Proceedings of Bipolar/

BiCMOS Circuits and Technology Meeting, 1992, pp. 200–203.

25. RS Vogelsong and C Brzezinski. Extending SPICE for electro-thermal simulation. Proceedings of

Custom Integrated Circuits Conference, 1989, pp. 21.4/1–21.4/4.

26. MG Adlerstein and MP Zaitlin. Thermal resistance measurements for AlGaAs/GaAs heterojunction

bipolar transistors. IEEE Transactions on Electron Devices 38:1553–1554, 1991.

27. BM Cain, PA Goud, and CG Englefield. Electrical measurement of the junction temperature of an

RF power transistor. IEEE Transactions on Instrumentation and Measurement 41:663–665, 1992.

28. M Pfost, V Kubrak, and P Brenner. A practical method to extract the thermal resistance for

heterojunction bipolar transistors. Conference on European Solid-State Device Research, 2003,

pp. 335–338.

29. T Vanhoucke, HMJ Boots, and WD van Noort. Revised method for extraction of the thermal

resistance applied to bulk and SOI SiGe HBTs. IEEE Electron Device Letters 25:150–152, 2004.

30. DE Dawson, AK Gupta, and ML Salib. CW measurement of HBT thermal resistance. IEEE Trans-

actions on Electron Devices 39:2235–2239, 1992.

31. JR Waldrop, KC Wang, and PM Asbeck. Determination of junction temperature in AlGaAs/GaAs

heterojunction bipolar transistors by electrical measurement. IEEE Transactions on Electron Devices

39:1248–1250, 1992.

32. N Bovolon, P Baureis, J-E Muller, P Zwicknagl, R Schultheis, and E Zanoni. A simple method for the

thermal resistance measurement of AlGaAs/GaAs heterojunction bipolar transistors. IEEE Transac-

tions on Electron Devices 45:1846–1848, 1998.

33. W Liu and A Yuksel. Measurement of junction temperature of an AlGaAs/GaAs heterojunction

bipolar transistor operating at large power densities. IEEE Transactions on Electron Devices 42:358–

360, 1995.

34. H Tran, M Schroter, DJ Walkey, D Marchesan, and TJ Smy. Simultaneous extraction of thermal

and emitter series resistances in bipolar transistors. Proceedings of Bipolar/BiCMOS Circuits and

Technology Meeting, 1997, pp. 170–173.

35. SP Marsh. Direct extraction technique to derive the junction temperature of HBTs under high self-

heating bias conditions. IEEE Transactions on Electron Devices 47:288–291, 2000.

36. B Jagannathan, M Khater, F Pagette, J-S Rieh, D Angell, H Chen, J Florkey, F Golan, DR Greenberg,

R Groves, SJ Jeng, J Johnson, E Mengistu, KT Schonenberg, CM Schnabel, P Smith, A Stricker,

D Ahlgren, G Freeman, K Stein, and S Subbanna. Self-aligned SiGe NPN transistors with 285 GHz

fmax and 207 GHz fT in a manufacturable technology. IEEE Electron Device Letters 23:258–260, 2002.

37. J Dunn, D Harame, SS Onge, A Joseph, N Feilchenfeld, K Watson, S Subbanna, G Freeman,

S Voldman, D Ahlgren, and R Johnson. Trends in silicon germanium BiCMOS integration and

reliability. Proceedings of International Reliability Physics Symposium, 2000, pp. 237–242.

38. CG Thornton and CD Simmons. A new high current mode of transistor operation. IRE Transactions

on Electron Devices 5:6–10, 1958.

39. HA Schafft and JC French. A survey of second breakdown. IEEE Transactions on Electron Devices

13:613–618, 1966.

40. HA Schafft. Second breakdown—a comprehensive review. Proceedings of the IEEE 55:1272–1288,

1967.

41. PL Hower and VGK Reddi. Avalanche injection and second breakdown in transistors. IEEE

Transactions on Electron Devices 17:320–335, 1970.

42. M Jovanovic. A transistor model for numerical computation of forward-bias second-breakdown

boundary. IEEE Transactions on Power Electronics 6:199–207, 1991.

43. F Bergmann and D Gerstner. Some new aspects of thermal instability of the current distribution in

power transistors. IEEE Transactions on Electron Devices 13:630–634, 1966.

44. G-B Gao, MS Unlu, H Morkoc, and DL Blackburn. Emitter ballasting resistor design for, and current

handling capability of AlGaAs/GaAs power heterojunction bipolar transistors. IEEE Transactions on

Electron Devices 38:185–196, 1991.

Cressler/Silicon Heterostructure Devices 66900_C014 Final Proof page 13 18.10.2007 4:18pm Compositor Name: JGanesan

Self-Heating and Thermal Effects 14-13



Cressler/Silicon Heterostructure Devices 66900_C014 Final Proof page 14 18.10.2007 4:18pm Compositor Name: JGanesan



15
Device-Level

Simulation

Guofu Niu
Auburn University

15.1 Introduction..................................................................... 15-1

15.2 Semiconductor Equations............................................... 15-1

15.3 Physical Model Selection ................................................ 15-2
NC , NV, and Eg

. Mobility and Velocity

Saturation . Incomplete Ionization . BGN,

Statistics, and Mobility

15.4 Application Issues............................................................ 15-5
Device Structure Specification . Meshing

Guidelines . Mesh Quality Assurance . I–V

Simulation . High-Frequency Simulation . Qualitative

versus Quantitative Simulations

15.5 Probing Internal Device Operation ............................. 15-11
Regional Analysis of Transit Time .

High-Injection Barrier Effect

15.6 Summary........................................................................ 15-16

15.1 Introduction

Device simulation is now an integral part of SiGe technology development, and is routinely used

for understanding SiGe HBT operation and device optimization. All the major commercial device

simulators support SiGe devices, including MEDICI from Avant (now Synopsys), DESSIS from ISE,

and ATLAS from Silvaco. They are typically part of a technology computer-aided-design (TCAD)

package, which includes process simulation, device simulation, and parameter extraction programs.

Fortunately or unfortunately, these device simulators were historically developed as general semicon-

ductor equation solvers, and the user must choose his or her model of physics, such as mobility,

carrier statistics (Fermi–Dirac or Boltzmann), bandgap narrowing (BGN), that best suit the device in

question. The default physical models are usually the simplest ones, and often give inaccurate results,

particularly for advanced device technologies such as SiGe. Users are also responsible for the ‘‘meshing’’

of the device structure, which can affect the simulation results significantly. This chapter addresses

these practical issues of device-level simulation for SiGe HBTs, and presents techniques of simulation

results analysis.

15.2 Semiconductor Equations

The basic set of equations solved in device simulation are Poisson’s equation and the current continuity

equations for electrons and holes:

r � «rf ¼ �q(p � nþ C) (15:1)
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where f is potential, n and p are electron and hole concentrations, Jn and Jp are the electron and hole

current densities, C is the net concentration of ionized dopants and charged traps, and R is the net rate

of recombination (including impact ionization). The fundamental variables are f, n, and p. All the other

variables are functions of f, n, and p that need to be modeled based on semiconductor physics. For

simple drift-diffusion model of carrier transport, Jn and Jp are given by

Jn
!¼ qnmn En

�!þ qDnrn, (15:4)

Jp
!¼ qpmp Ep

�!� qDprp, (15:5)

where mn and mp are electron and hole mobilities, Dn and Dp are diffusivities which are related to mn and

mp by Einstein relation, and En
�!

and Ep
�!

are the effective fields for electron and hole drift:

En
�! ¼ r EC

q
þ kT

q
r ln

NC

T 3=2
¼ �r fþ x

q
� kT

q
ln

NC

T 3=2

� �
, (15:6)

Ep
�! ¼ r EV

q
� kT

q
r ln

NV

T 3=2
¼ �r fþ x

q
þ Eg

q
þ kT

q
ln

NV

T 3=2

� �
, (15:7)

where x is electron affinity, and NC and NV are the effective conduction and valence band density of

states, and Eg is the bandgap. The band edges EC and EV are determined by f, x, and Eg:

EC ¼ �qf� x þ D, (15:8)

EV ¼ �qf� x þ D� Eg, (15:9)

where D is a constant depending on the choice of energy reference. In a SiGe HBT, the Ge mole fraction

is a function of position, and thus both x and Eg vary with position.

Boundary conditions are required for solving the equations described above. Two types of boundary

conditions are of particular importance:

1. The ‘‘Dirichlet’’ boundary condition at ohmic contacts, such as the base, emitter, and collector

contacts. The values of f, n, and p are fixed at their equilibrium values, which are then

determined by the applied voltages and doping, as well as the carrier statistics chosen.

2. The ‘‘Neumann’’ boundary condition at other edges of simulation domain (except for ohmic

contacts). The fluxes of electric field and currents are assumed to be zero. The user needs to make

sure the simulation domain is large enough so that the ‘‘Neumann’’ boundary condition

implemented in the simulator is consistent with reality.

15.3 Physical Model Selection

A number of physical parameters are required in the semiconductor equations, including NC and NV, x,

Eg, mn, and mp, and R. In commercial simulators such as MEDICI, only x and Eg are modeled as a

function of Ge mole fraction. For parameters such as the mobilities, a number of models are available

from which the user must choose. The model equations can be found in the user manuals, but the
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relevant question is which parameter models to select, and sometimes, which model parameters can be

tuned in a meaningful way if needed.

NC, NV, and Eg

The Ge dependence of Eg is relatively well understood and accounted for in device simulators, at

least at low doping levels. The Ge dependence of NC and NV, however, are not well understood,

particularly at heavy doping. Strictly speaking, the use of a single effective NC or NV is only meaningful

for Boltzmann statistics in case of multiple conduction band minima or valence band maxima at

different energy levels, like in strained SiGe. Due to strained, induced band splitting, NC and NV

decreases with increasing Ge mole fraction first, and then ‘‘saturates’’ when the band split exceeds a

couple of kT. This assumes no change of the effective mass for each band minima. At heavy doping,

which is of practical interest, the situation becomes quite complicated, due to the complicated inter-

action of NC/NV change, BGN, and Fermi–Dirac statistics. For practical purposes, one may modify NC

and NV so that the NCNV product in SiGe is about 40% of that in Si (or other numbers necessary to fit

measured I–V).

Mobility and Velocity Saturation

For bipolar transistor simulations, the so-called ‘‘Philips unified mobility model’’ [1] should be chosen,

as this model distinguishes majority and minority carrier mobilities. Velocity saturation, which is not

accounted for by default, should be turned on, as it is important in determining at what current density

the peak f T is reached.

Incomplete Ionization

Complete ionization of dopants in Si and SiGe is typically assumed. At heavy doping levels found in the

base and emitter of SiGe HBTs, the simulation results with and without incomplete ionization can be

quite different if the simplest models of incomplete ionization are used. This difference is not truly

physical because the dopants should be completely ionized at all temperatures for concentrations above

a certain doping level known as the ‘‘Mott’’ or ‘‘metal–insulator’’ transition. If one continues to use the

incomplete ionization relations for such heavy doping levels, the majority carrier concentration is

significantly underestimated, and the minority carrier concentration is equally significantly overesti-

mated. Significant shifts of both IC and IB are then observed on the Gummel characteristics for a typical

SiGe HBT. This situation has been corrected in later versions of MEDICI by applying incomplete

ionization relations for doping levels below a defined low-valued threshold, and applying complete

ionization for doping levels above a defined high-valued threshold, and then interpolating between the

two thresholds. This option is chosen by specifying ‘‘high.dop’’ together with ‘‘incomplete’’ in the

MEDICI model statement.

BGN, Statistics, and Mobility

It is well known that the bandgap Eg narrows at heavy doping, which increases the pn product at

equilibrium. This is often referred to as heavy doping induced BGN. Another heavy doping effect is that

Boltzmann statistics is no longer accurate, and Fermi–Dirac statistics is needed instead. Naturally, one

may attempt to select both BGN and Fermi–Dirac statistics for SiGe HBT simulations, as the doping

levels are heavy. This, however, is not necessarily correct, depending on the BGN model chosen and the

device simulator chosen, as detailed below.

Perhaps the most widely used BGN model is the Slotboom BGN model. The idea is to artificially

decrease the apparent electrical bandgap so that one can continue to apply Boltzmann statistics to

describe the equilibrium pn product at heavy doping [2],
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pn ¼ n 2
i0eDG=kT , (15:10)

where ni0 is the intrinsic carrier concentration at low doping levels. The pn product changes due to a

combination of degeneracy (Fermi–Dirac statistics), doping-induced rigid BGN, and density-of-states

perturbations, which can all be lumped into a single parameter DG, commonly called the ‘‘apparent

BGN.’’ DG is modeled as a function of doping N [2]:

DG ¼ DG0 ln
N

N0

þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ln

N

N0

� �2

þC

s2
4

3
5: (15:11)

The model parameters were first reported in Ref. [2], and later updated in Ref. [3] by reinterpreting the

same data using the Philips unified mobility model: DG0 ¼ 6.92 meV, N0 ¼ 1.3 � 1017 cm�3, and C ¼
0.5 for Si. One should, therefore, always use this set of model parameters when the Philips unified

mobility model is used. The underlying reason is that the pn product at equilibrium is not directly

measured, and is instead inferred from the Gummel characteristics. For instance, the base current is

given by

JB ¼ kTmn

n 2
i0

NþdeWe

eDG=kT eqVBE=kT , (15:12)

where Nde
þ and We are the emitter doping level and the emitter depth. The effects of degeneracy (i.e.,

Fermi–Dirac statistics), rigid BGN, and the NCNV changes are all lumped into the DG term. To

determine DG from JB, mn, and Nde
þ are needed. Rigorous derivation of the above familiar transport

equation including the effects of degeneracy, rigid BGN, and NCNV changes can be performed, as was

reviewed in Ref. [4], and the same analysis can be applied to derive the collector current in SiGe HBTs

[5]. The equations derived by including advanced physics share the same functional form as the older

equations derived using simplified physics, but differ in substance.

The Ge dependence of DG is largely unknown. Experimental determination of DG involves the NC

and NV of SiGe, as well as minority carrier mobilities in SiGe, whose Ge dependences are not well

understood yet. Experimental results in Ref. [6] suggest that the apparent BGN is different for SiGe and

Si, and the true BGN (after Fermi–Dirac correction) in SiGe and Si are close. The later, however, could

potentially cause negative apparent BGN at heavy doping and large Ge mole fraction in the experience of

this author. Before systematic measurement and modeling of BGN in SiGe becomes available, one may

assume that the apparent BGN for SiGe is the same as for Si.

Since Boltzmann statistics is used in obtaining the apparent BGN expression, one should also use

Boltzmann statistics in device simulation if the apparent BGN parameters are used ‘‘as is.’’ Otherwise,

the effect of degeneracy on the pn product is effectively accounted for twice. For a doping level of

1020 cm�3, the DG due to degeneracy is �31.2916 meV, and is thus significant for SiGe HBTs. Therefore,

Boltzmann statistics should be used as opposed to the more accurate Fermi–Dirac statistics for SiGe

HBTs when the default Boltzmann-statistics-based BGN model is used. This approach, however, may

potentially cause other problems in cases where Fermi–Dirac statistics is necessary, either in another

region of the device where the doping level is moderate, or at low temperatures. Another potential

problem is that the Einstein relations depend on the carrier statistics, which can affect minority carrier

diffusivity and hence f T. One solution is to automatically adjust the value of DG based on the user’s

choice of the statistics, as was done in DESSIS for the Slotboom BGN model.

Figure 15.1 shows the apparent BGN DG as a function of n-type doping using the Slotboom model.

We show two curves; the dashed curve is calculated ‘‘as is’’ (i.e., as found in most simulators), while

the solid curve is calculated by applying a correction factor to remove the degeneracy effect [7]. If

Boltzmann statistics is used for device simulation, the dashed curve should be used, since the degeneracy
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effect is already lumped into the DG term. If Fermi–Dirac statistics is used for device simulation,

however, the solid curve should be used, since it does not contain the degeneracy effect. The amount of

correction needed to account for Fermi statistics is in principle dependent on NC and NV, for n- and

p-type dopants, which are in turn dependent on the Ge mole fraction.

The distribution of the heavy-doping-induced BGN between the conduction and valence bands is also

important, as it affects the high-injection potential barrier effects [7]. This issue becomes increasingly

important in scaled devices with heavy base doping. In simulators, an equal split between conduction

and valence bands is assumed by default.

15.4 Application Issues

Device Structure Specification

The basic input to a device simulator is the doping and Ge profiles, which can be obtained either from

process simulation or SIMS measurement. Figure 15.2 shows an example of doping and Ge profiles

measured by SIMS. The polysilicon–silicon interface can be identified by the As segregation peak. The

measured As doping ‘‘tail’’ into the Si is apparently higher than the base doping across the entire base,

which is not real. In fact it is simply the result of the finite resolution limit of SIMS in following very

rapidly changing doping profiles. The true metallurgical EB junction can be determined from the ‘‘dip’’

in the B SIMS profile of the base.

The dopant activation percentage in the polysilicon emitter is quite low for As due to As clustering.

A 5 to 10% activation rate is often assumed. The As profile in the single crystalline silicon emitter is

Gaussian-like and falls from the polysilicon–silicon interface toward the base. The SIMS measured

Ge profile has limited accuracy, and should be compared with the intended Ge profile during SiGe

epitaxial growth. An example of the net doping profile and Ge profile used for simulation is shown in

Figure 15.3.

For two-dimensional and three-dimensional simulations, the vertical doping profile in the extrinsic

base region can be obtained using SIMS in a similar manner. The lateral doping transition between

extrinsic and intrinsic device, however, can only be estimated from device layout and fabrication details,

since two-dimensional doping profile information is typically unavailable. For vertical profile design, one-

dimensional simulations can be used first because of the low simulation overhead, since one-dimensional
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FIGURE 15.1 Apparent bandgap narrowing DG for n-type doping. For device simulation using Fermi–Dirac

statistics, the solid curve should be used. For device simulation using Boltzmann statistics, the dashed curve should

be used.
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simulation involves much easier gridding, easier transit time analysis, much shorter simulation time, and

easier debugging. The resulting design can then be refined using two-dimensional simulation, which is

necessary when accurate fmax or noise analysis is desired. Full three-dimensional simulation becomes

necessary for problems which are inherently three-dimensional in nature, such as in single-event upset.

Meshing Guidelines

The next step is to define the coordinate values of the points (nodes) at which the semiconductor

equations are discretized. Even though commercial simulators all provide some means of regridding

(e.g., based on the doping gradient), taking extra time to specify a reasonably good initial mesh usually

pays off in the end. Regridding, if not well controlled, can easily generate a large number of obtuse

triangle elements, which can cause numerical problems. A popular meshing method is to use a

rectangular grid (e.g., in MEDICI and ATLAS).

The optimum grid in a given problem depends strongly on the device metric of most interest. To

simulate the forward-mode SiGe HBT operation, for instance, the EB spacer oxide corner mesh does not

need to be fine. However, to simulate the reverse emitter–base junction band-to-band-tunneling current

for an EB reliability study, the grid at the oxide corner needs to be very fine in order to accurately locate

the peak electric field.
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FIGURE 15.2 Typical doping and Ge profiles measured by SIMS for a first-generation SiGe HBT. The true emitter

As profile is much less abrupt than the SIMS measurement suggests.
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FIGURE 15.3 Typical doping and Ge profiles used for device simulation.
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A number of empirical criteria can be applied in meshing. In general, fine meshing is necessary where

the space-charge density and its spatial gradient are large, e.g., in the depletion layers of the EB and CB

junctions. Placing nodes along the physical junction interfaces is important for accurate simulation. In

addition, grid lines must be placed at the critical points defining the SiGe profile in order to avoid

creating artificial SiGe profiles that inadvertently differ from what one has in mind. When a simulator

such as MEDICI is used, for instance, the initial grid lines must be placed with the SiGe and doping

profiles in mind. Figure 15.4 shows an example of bad mesh line specification, while Figure 15.5 shows

an example of mesh lines placed properly with the intended Ge profile in mind.

Initial coarse meshes are often refined based on where the physical properties of the device structure

dictate it. That is, the mesh must be refined where a given variable or change in that variable across an

element exceeds a given defined tolerance. If breakdown voltage is the concern, for instance, the impact

ionization rate can be used. Because of the strong nonlinearities in semiconductor problems, the doping

concentration at the newly generated nodes should be determined from the original doping profile

specification, instead of interpolation from the existing mesh.

Theoretically speaking, the potential difference or quasi-Fermi potential difference between two

adjacent nodes should generally be kept less than the thermal voltage kT/q in order to minimize

discretization error. In practice, this requirement is often relaxed to about 10 to 15 kT/q between

adjacent nodes. The doping concentration change between adjacent nodes should be less than two

to three orders of magnitude. In high-level injection, very fine meshing is often required where the

minority carrier concentration exceeds the doping concentration (e.g., in the CB space–charge region of

a SiGe HBT).

Mesh Quality Assurance

For assurance of mesh validity, the electrical parameters of interest (e.g., f T –IC for a SiGe HBT) should

always be resimulated using a finer mesh to check for grid sensitivity effects. Identical results using
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FIGURE 15.4 Ge mole fraction from a mesh improperly specified without the Ge profile in mind.
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different gridding can generally be taken to imply that a robust mesh has been achieved. In MEDICI,

an overall finer mesh can be obtained conveniently using the statement ‘‘Regrid potential

factor¼1.5 smooth¼1.’’ The ‘‘factor’’ parameter requests an automatic increase of the

number of nodes by a factor of 1.5�. The ‘‘potential’’ parameter indicates that the refinement is

performed where the potential change between adjacent nodes is large. One can have more confidence in

the mesh used if the various simulated metrics no longer change with further mesh refining. This

technique can also be applied to determine the acceptable coarse meshing limit for a particular problem

before running extensive parametric analysis, and can dramatically minimize overall simulation time.

Since one-dimensional simulation is quite fast, very fine (finer than necessary) mesh can be used, which

adds little extra simulation time, but may save time in the end spent on generating an accurate mesh

with fewer nodes.

I–V Simulation

DC simulations are used to capture the transistor I–V behavior, which for a SiGe HBT usually

means the Gummel characteristics. A number of parameters can affect the simulated Gummel charac-

teristics, including carrier statistics, recombination parameters, BGN model parameters, mobility

models, as well as the doping and Ge profiles. All these models must be considered when attempting

to obtain agreement between simulation and experimental data (we refer to this (iterative) process

as ‘‘calibration’’ of the simulator). A few general guidelines for simulator-to-data calibration are

given below.

The collector current is mainly determined by the intrinsic carrier concentrations and base doping.

The NC and NV can be adjusted, and made smaller than in Si. The detailed dependence on Ge mole

fraction may not be necessary, and an average can be used. The majority carrier (hole) concentration in

the base at equilibrium, however, can be inferred from the intrinsic base sheet resistance Rbi data, which
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FIGURE 15.5 Ge mole fraction profile from a mesh correctly specified with the Ge profile in mind.
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is readily available from simple measurements on ‘‘ring-dot’’ test structures. Slight changes to the SIMS

measured doping profile can be made to match measured IC, at least to the range of accuracy of the

SIMS data. This calibration technique is particularly useful when no ‘‘dip’’ exists in the base boron

profile to indicate the precise EB junction location, as in a SiGe HBT with a phosphorous-doped emitter

or a pnp SiGe HBT.

The base current is primarily determined by the emitter structure in a SiGe HBT. Practically all viable

SiGe HBT technologies have polysilicon emitter contacts. The polysilicon region can be either modeled

as a Schottky contact or simply as an extension of the crystalline silicon emitter (the so-called ‘‘extended

emitter’’ structure). The default model parameters for polysilicon are the same as those for silicon, and

need to be modified by the user. The work function and surface recombination velocities can be adjusted

as fitting parameters in order to calibrate the IB if using a Schottky contact. For the extended emitter

approach, the hole lifetime parameters can be adjusted to obtain agreement. The two approaches,

however, can result in different emitter charge storage. For highly scaled HBTs where the emitter transit

time is significant, the extended emitter approach is recommended, as it accounts for charge storage in

polysilicon.

Figure 15.6 shows a calibration example for the SiGe HBT Gummel characteristics using the

techniques described above. The model parameters were calibrated to 200 K data and then used to

reproduce the 300 K data as is (i.e., no further tuning of parameters). Accurate simulation of the

Gummel characteristics can be quite challenging, particularly for the high VBE range when high injection

occurs, and the impact of emitter and base resistance is not negligible.

High-Frequency Simulation

High-frequency two-port parameters can be simulated using small-signal ac analysis. Here, f T, fmax, as

well as the various noise parameters can all be extracted from the simulated two-port parameters [8,9].

Although there are many parameters that one can adjust, determining a single set of simulation

parameters for a SiGe HBT that can reproduce the four complex network parameters at all biases of

interest for frequencies up to f T requires substantial effort. An in-depth understanding of the interaction

between the physics underlying the simulation models and the device operation is important for

achieving sensible results. For instance, at low currents, the total transit time is dominated by the

time constants related to the EB space–charge region capacitance rather than the diffusion capacitance.

Therefore the adjustment of extrinsic device structure as well as the intrinsic EB junction is needed to

match the measured f T at low JC. Even though mobility model parameters (including parameters for

both the low field mobility and the velocity saturation models) can be modified for f T calibration at high
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FIGURE 15.6 A calibration example for the Gummel characteristics of a SiGe HBT using the described calibration

strategy. The same set of model parameters was used for both the 300 and the 200 K simulations.
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JC near the f T peak, it should be used as a last resort. Instead, adjustments to the two-dimensional

structure and lateral doping profile transitions should first be attempted. Because exact matching of the

Gummel characteristics is difficult, high-frequency calibration of ac parameters such as f T should always

be made at fixed JC, and not at fixed VBE.

For efficient calibration of the Y-parameters across a wide frequency range and a large JC range, one

can first calibrate the f T–JC and fmax–JC curves. For state-of-the-art SiGe HBTs with narrow emitters,

the shallow-trench isolation and extrinsic CB capacitances can often be comparable to the intrinsic

CB capacitance, and are therefore nonnegligible. For accurate Y-parameter simulation, all the two-

dimensional lateral structure must be included. The extrinsic base and collector structures (geometric

overlap as well as lateral doping profile transition) can then be modified to calibrate fmax–JC. Typically,

once f T –JC and fmax–JC are calibrated, the simulated Y-parameters will match the measured Y-param-

eters reasonably well. For accurate separation of the intrinsic and extrinsic base resistances and CB

capacitances, transistors with different emitter widths (if available on the test die) can be measured. By

simulating and measuring devices with different emitter widths, the contribution of the extrinsic and

intrinsic elements can be accurately separated.

A useful technique for high-frequency SiGe HBT calibration is to extract the equivalent circuit

parameters such as CBE, CBC, and rb as a function of JC. Analytical extraction methods, which use

only single frequency data, are highly desirable because they are efficient, since we only need a rough

picture to guide us on the appropriate changes to make in our device structure or model coefficients.

The parameter extraction method proposed in Ref. [10], for instance, can be used.

By comparing the simulated and measured CBE, CBC, rb, re, and rc, one can readily identify the

dominant factors for any simulation-to-measurement discrepancy, and adjust the lateral doping exten-

sion accordingly. The diffusion capacitance component of CBE is proportional to JC at relatively low

current densities (i.e., before the f T roll-off), and can thus be distinguished from the depletion

capacitance component. Figure 15.7 shows an example of f T –JC calibration for a typical first-generation

SiGe HBT obtained using the techniques described above. This calibration was successfully achieved

using two-dimensional MEDICI simulations without modifying the model parameters of the Philips

unified mobility model and the velocity saturation model. The intrinsic base and collector doping

profiles from SIMS were also used as measured. Most of the required adjustments were instead made in

the extrinsic device regions.
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FIGURE 15.7 An example of fT –JC calibration for a typical first-generation SiGe HBT.
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Qualitative versus Quantitative Simulations

Obviously, qualitative simulation is much easier and quicker than quantitative simulation. Doing a

rough relative comparison between two device structures is much easier than simulating a single device

structure to high accuracy. An advantage of qualitative simulation is that fewer grid points can be used

and hence simulation time can be dramatically reduced. For instance, the comparison of current gain

and cutoff frequency between Si BJT and SiGe HBT can be made using a coarse grid. An ‘‘exact’’

simulation, however, is obviously quite involved.

15.5 Probing Internal Device Operation

The fundamental reason for the degradation of transistor performance at higher frequency is charge

storage. The resulting capacitive current, typically at the transistor input, increases with frequency,

leading to the degradation of current gain and power gain. The most effective way to examine the details

of charge storage is to perform a small-signal ac simulation in the frequency domain. The small signal

electron concentration (nac) profile contains information on the spatial distribution of the total transit

time. nac is in general a complex number, but reduces to a real number at low frequency. Using nac and

the small-signal collector current density JC,ac, the ‘‘effective transit time velocity’’ (nt) can be defined as

nt ¼
JC,ac

qnac

: (15:13)

The ‘‘accumulated transit time’’ can then be defined for a given position along the path of electron

transport according to

tacc(x) ¼
Z x

0

1

nt

dx ¼ 1

JC,ac

Z x

0

qnac dx: (15:14)

Figure 15.8 shows tacc versus depth at the peak f T point calculated using 1 MHz ac simulation results.

The f T estimated from tec ¼ tacc(x ¼ xcc) (i.e., the transit time defined from quasi-static analysis) is

42.3 GHz, with xcc being the location of the collector contact. The f T extrapolated from h21, however,

is 45 GHz. In general, there is a good correlation between the f T determined from h21 and the f T
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FIGURE 15.8 Accumulated transit time versus depth in a SiGe HBT.
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determined from 1/2ptec. A comparison of the f T extracted using the above two methods is shown in

Figure 15.9, together with that extracted using

f T ¼
gcb

2pCbb

, (15:15)

where gcb is the real part of Y21, Cbb is defined by the imaginary part of Y11, and Y11 ¼ g11þ jvCbb. Here,

Cbb was evaluated at 1 MHz in the above example, and is nearly independent of the frequency used in the

simulation as long as the frequency chosen is well below f T.

For comparison with experimental f T data, the value from jh21j extrapolation should be used, as

opposed to that from the accumulated transit time, which uses the quasistatic approximation. The

practical reason for this is that experimental f T data are all obtained from h21 extrapolation.

Despite the fact that the resulting f T value may be off compared to the value obtained from h21

extrapolation, the transit time analysis of nac and the tacc(x) profiles provide information of the

local contribution to the total transit time, and can be very useful in identifying the transit time limiting

factor in a given device design (i.e., for profile optimization). Since nac and JC,ac are nearly independent

of frequency up to f T, we can evaluate tacc(x) at any frequency below f T. In this example, the results are

nearly the same from 1 MHz to 60 GHz. This insensitivity to frequency proves useful in practice.

Regional Analysis of Transit Time

The total transit time defined by tacc(x ¼ xcc) can be divided into five components to facilitate physical

interpretation [11]. Two boundaries, the electrical EB and CB junction depths x*
eb and x*

cb are defined to

be the in-most intersections of the nac and pac curves inside the junction space–charge regions (as

illustrated in Figure 15.10). The same SiGe HBT with a 2 to 8% graded base was used in this case. The

peaks of nac and pac can be understood as the approximate space–charge region boundaries on the

emitter and base sides, respectively, even though the results clearly show that no abrupt space–charge

region boundary can be identified (i.e, the depletion approximation is invalid). The ‘‘neutral base’’ that

corresponds to traditional bipolar theory can be approximately identified as where nac � pac. The

‘‘neutral’’ base width is clearly smaller than the electrical base width defined by x*
cb � x*

eb. With scaling

of base width into the nanometer regime, the region where nac � pac eventually disappears, and the
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5 �1010
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FIGURE 15.9 Comparison of three methods of determining fT using numerical simulation.
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electrical base width should be used instead for device analysis. The electrical EB and CB junction

locations (x*
eb and x*

cb) are in general different from the metallurgical junctions (xeb and xcb), as expected.

The total tec can be divided into five components with the help of pac [11]:

1. The emitter transit time due to minority carrier storage in the emitter

t*
e ¼

q

JC,ac

Z x*
eb

0

pac dx: (15:16)

2. The EB depletion charging time due to the storage of uncompensated mobile carriers

t*
eb ¼

q

JC;ac

Z x*
eb

0

(nac � pac)dx: (15:17)

3. The base transit time due to electron charge storage in the electrical base (which includes the

traditional ‘‘quasineutral base’’)

t*
b ¼

q

JC,ac

Z x*
eb

x*
eb

nac dx: (15:18)

4. The CB depletion charging time

t*
cb ¼

q

JC,ac

Z xcc

x*
eb

(nac � pac)dx: (15:19)

5. The collector transit time

t*
c ¼

q

JC,ac

Z xcc

x*
eb

pac dx: (15:20)
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FIGURE 15.10 Definition of the electrical EB and CB junctions from the simulated nac and pac profiles. The bias is

chosen at the peak fT point.
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Note that t*
c , as defined above, is different from the traditional tc, and t*

c is important only when holes

are injected into the collector after the onset of high injection.

The sum of all the transit time components is equal to tec

tec ¼
q

JC,ac

Z xcc

0

nac dx ¼ t*
e þ t*

eb þ t*
b þ t*

cb þ t*
c (15:21)

The transit time due to electron charge storage in the EB space–charge region is not treated separately,

but is instead included in the modified transit times of the emitter and base (the ‘‘*’’ transit times

above). Under high injection, however, the whole transistor from emitter to collector is flooded with a

high concentration of electrons and holes, and hence no clear boundaries can be identified. Strictly

speaking, the concepts of base, emitter, and collector consequently lose their conventional meanings, and

thus the concept of regional transit times is no longer meaningful. In SiGe HBTs, the SiGe-to-Si

transition at the CB junction causes additional electron charge storage at high injection. In this case,

the x*
eb and x*

cb definitions discussed above cannot be applied.

High-Injection Barrier Effect

We now examine the evolution of the small-signal qnac/JC,ac and qpac/JC,ac profiles with increasing

current density JC from well below the peak f T current density to slightly above the peak f T current

density. The simulated qnac/JC,ac and qpac/JC,ac profiles at three current densities representing low to high

injection levels are shown in Figure 15.11a–c. The small-signal magnitude of the VBE increase is 2.6 mV.

At a typical low-injection JC of 0.127 mA/mm2, well below the peak f T point, nac is positive across most

of the device. Most of the charge modulation occurs in the EB space–charge region. The transit time

related to this component of the charge storage decreases with increasing JC because of increasing JC,ac,

which can be seen by comparing the magnitude of the first peak on the curves for the electrons in Figure

15.11a and b. Note that different scales are used on the y-axis for different injection levels to help

visualize the details of the profiles.

At JC ¼ 1 mA/mm2, near peak f T, the base and collector transit time contributions become dominant

compared to the EB space–charge region contribution (as shown in Figure 15.11b), mainly due to a

decrease of the EB space–charge region transit time. One consequence of high-level injection is that the

CB space–charge region pushes toward the collector nþ buried layer much more obviously than at lower

JC, despite a decrease of VCB. This is manifested as a large negative nac and hence negative nac/JC,ac around

0.37 mm. Physically, this corresponds to the extension of the CB space–charge region towards the nþ

buried layer, which causes a decrease of electron concentration at the front of the space–charge region. In

the simulation, the base voltage is increased while the collector and emitter voltages are fixed. Because

of the existence of negative nac, the real part of the simulated nac, as opposed to the absolute value of

the simulated nac, should be used for calculation of the total transit time. A significant error can be

introduced under high injection when the integral over the negative nac portion becomes significant to

the total integral. We note that this negative-going nac component under high-injection is generally not

treated properly in the literature.

Figure 15.11c shows the qnac/JC,ac and qpac/JC,ac profiles at a slightly higher JC of 1.76 mA/mm2, just

past the peak f T. The SiGe–Si interface, which was buried in the CB space–charge region under low

injection, is now exposed to the large density of electrons and holes. The valence band potential barrier

to holes induces a conduction band potential barrier to electrons as well. The most important

consequence is increased dynamic charge storage, as seen from the high qnac/JC,ac and qpac/JC,ac peaks

near the SiGe–Si transition in Figure 15.11c. This additional charge storage results in a significant

increase of the total transit time and hence a strong decrease of f T to 29 GHz, even though the current

density is just above the value needed to reach the peak f T (1.0 mA/mm2).

At an even higher JC of 3.56 mA/mm2, both qnac/JC,ac and qpac/JC,ac are very large, and nearly equal to

each other (as shown in Figure 15.12). No clear space–charge regions can be identified from the qnac/
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FIGURE 15.11 Simulated qnac/JC,ac and qpac/JC,ac profiles at (a) low injection, (b) medium injection, and (c) high

injection.
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JC,ac and qpac/JC,ac profiles. The conventional concepts of emitter, base, and collector no longer apply in

this situation. The majority of the overall transit time, however, is contained inside the SiGe ‘‘base,’’ as

intuitively expected.

15.6 Summary

We have introduced the basics of semiconductor device simulation, and practical aspects of SiGe HBT

simulation using commercial device simulators, including structure specification, meshing, and physical

model selection. Strategies for calibration of dc and RF device characteristics are presented and

illustrated. The spatial distributions of small signal ac electron and hole concentrations and the transit

time velocity provide insight into the mechanisms of charge storage. The high-injection barrier effect in

SiGe HBTs is illustrated using ac simulation results.
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16.1 Performance

How high a performance can be achieved in silicon-based bipolar transistors? An answer to such a question

surely considers many assumptions. New discoveries continue to affect the critical aspects of device

operation such as charge storage, carrier transport, and parasitics. Other discoveries affect the processing

of the device, leading to even better ways to make the device structurally ideal. One example of a historic

discontinuity in device fabrication and operation is the development of production-ready SiGe epitaxy.

Before the advent of SiGe epitaxy, predictions toward device limits would likely have made certain

assumptions regarding emitter charge storage or minority carrier diffusion and this would clearly be off

the mark due to the significant advancement in SiGe band engineering. More recently, the incorporation of

carbon has provided a boost, strongly affecting the diffusion of dopants and thus providing a greater control

over the device structure. Similar innovations are expected to continue to provide a boost to the device

operation, and so continually change the assumptions that may go into predicting limits of device operation.

It is common to think principally of the fT figure-of-merit in discussion of performance limits, yet this

figure-of-merit in itself is a poor predictor of most circuit performance. Depending on the application, other

device figures-of-merit such as collector–emitter breakdown voltage (e.g., BVCES), linearity, power added

efficiency, or fMAX, may be preferred for predicting circuit performance. Most broadly applicable is the fMAX

figure-of-merit, which more strongly takes into account key parasitic elements and better predicts the power

capability and digital switching delay, and is to first order related to f T through the following relation:

fMAX ffi

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
fT

8pRBCCB

s
(16:1)

where RB and CCB are the total base resistance and collector–base capacitance, respectively. f T then is

not only a figure-of-merit, but also a key component of fMAX, and so it is important to understand

f T limitations since they are also limitations to other figures-of-merit. A simplified expression for the

f T delay components of a SiGe bipolar transistor is
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1

2pf T

¼ tEC ¼ tE þ tC þ tB þ tCSCL ffi
kT

qIC

CEB þ
kT

qIC

þ RC þ RE

� �
CCB þ

W 2
B

gDn

þWCSCL

2vSAT

(16:2)

where CEB and CCB are emitter–base and base–collector capacitance, RC and RE are collector and emitter

resistance, WB and WCSCL are neutral base and base–collector space–charge layer width, respectively, k is

the Boltzmann constant, T is temperature, q is unit electron charge, g is field factor, and vSAT is the

electron saturation velocity. This clearly illustrates the complex nature of the transit time, which includes

neutral base and collector space–charge layer transit times tB and tCSCL, as well as R * C delays. These

R * C delay terms are improved by transconductance (qIC/kT) improvements and improvements in

parasitic resistances.

Limitations to performance come from the physical reality in achieving narrow base width, narrow

collector–base space–charge layers, low resistances, low capacitances, and the ability to achieve high

current densities with acceptable device self-heating and reliability. We assert that performance advance-

ment has taken place uniformly across the various limiting parameters and device structures over time,

and so the performance continues to be limited by the same effects as prior generation devices. This

means for instance that unwanted diffusion still has a major impact on transit times and parasitic

capacitances. Also, base widths are much larger than deposited and collector pedestals are wider than

implanted due to dopant diffusion. Yet dopant diffusion is not always bad, since diffusion is needed

to define required junction depths and to improve device properties such as base resistance and junc-

tion leakage [1]. With reduced dimensions, the constraints in device design only become tighter

with increased sensitivity to dopant profile details, such as implant tails and two-dimensional effects.

Therefore, the engineering of a device becomes a complex tradeoff of such effects, and is highly

constrained by the device structures chosen and process steps available.

One should expect improvements along the same line as previously established—e.g., that the base

will become more narrow and more highly doped, that the collector will become more narrow (vertically

and laterally) and self-aligned for lower parasitic capacitance as well as lower resistance, and that the

emitter and base will become lower resistance. Numerous process steps not implemented into the SiGe

HBT processes are already available for such improvements, including anneals, silicides, self-alignment

techniques [2,3]. This chapter takes the approach of considering a nearly ideal device structure, which all

these improvements will continue to approach, and provide discussion of the remaining effects limiting

performance, in order to provide some insight into the eventual device limitations and effects to be

overcome for continued improvements. By this approach, the more practical effects are considered and

eventual limits may be better understood.

16.2 Intrinsic and Extrinsic Partitioning

To understand the constraints to device performance, consider the ‘‘intrinsic’’ versus the ‘‘extrinsic’’

portion of the device. By understanding to what extent the performance of the complete device is

impacted by the extrinsic portion of the device, we can better understand what structural improvements

may influence the device performance.

The intrinsic portion is commonly considered the region of the device defined vertically between the

neutral emitter to the neutral collector. The lateral dimension of this intrinsic region, approximately

100 nm, is considerably smaller than the complete device, which is typically over 1 mm in width. The

exact partitions between the intrinsic and extrinsic regions are somewhat arbitrary, and for the purposes

of the study to follow, we wish to define these partitions such that the more fundamental aspects of the

device operation are contained in the intrinsic portion of the device. This means that the intrinsic

portion contains as little as possible of the resistive elements in the neutral emitter and collector, since

one may improve these by structural changes in the device such as with silicides or improved dopant

levels. The shape of this intrinsic region is generally shown to be rectangular, as a sort of expanded

one-dimensional device operation. As shown by the current flow lines in Figure 16.1, actual intrinsic
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device operation takes place in a very much two-dimensional fashion and so the shape of the intrinsic

region is not necessarily a rectangle. The electron flow from the emitter spreads laterally from the actual

emitter–base junction due to the lateral potential drops in the base and the complex injection from the

edges of the emitter–base junction. This flow becomes vertical and more one-dimensional through the

neutral base, and then spreads to a wider region of the device as it traverses the collector–base space–

charge region because the low resistance portion of the collector is generally wider compared to the

emitter opening.

Structural improvements may be made to either the intrinsic or the extrinsic device. The intrinsic

device structure changes result in relatively predictable performance benefits and tradeoffs. The

extrinsic device provides the performance-enhancing opportunity without significant tradeoff, since

this portion of the device is not fundamental to the device operation and so parasitic reductions are

not generally accompanied with other performance losses. Consider the trend in RB and CCB versus

the advancements in f T as shown in Figure 16.2 [4–11]. The CCB values continue to increase with

increasing f T because the intrinsic portion is a majority portion of the total CCB for the device (where

the pedestal is defined). The RB has been dominated by the extrinsic portion of the device and so is not

fundamental to achieving the higher f T and is shown to be more suited to improvement with structural

modifications [6,9].

Emitter

Collector

Base

FIGURE 16.1 Current flow lines from TCAD simulations illustrating strong two-dimensional behavior of the SiGe

HBT device.
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FIGURE 16.2 Base resistance RB (open symbols) and collector–base capacitance CCB (solid symbols) trend with f T.

Values are normalized to emitter length. Values reported here are limited to those published results where fMAX > f T

and where RB and CCB are both reported [4–11].
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We have performed process and device (TCAD) simulations in order to estimate the performance of

the intrinsic-only device without the extrinsic device [12,13]. In order to estimate the two-dimensional

nature of device operation described above, yet stay within the straightforward implementation of the

simulator, we define the intrinsic region of the device as a rectangle, and this is approximately twice the

width of the emitter opening. This allows for the realistic injection of the carriers from the emitter

junction edge, and the spreading of these carriers to the pedestal portion of the collector. The region is

also bounded at the emitter side approximately 2 nm into the neutral emitter and at the collector side

approximately 40 nm into the neutral collector. Figure 16.3 shows the cross section of the intrinsic device

within the complete device. Note that the intrinsic device contains ohmic contacts to the base, emitter,

and collector as if the rectangle were in free space connected by nonresistive contacts at the four access

points. These four contacts also provide a thermal sink to reduce the intrinsic-only device heating, and

we will discuss the thermal issues in real devices in the last section of this chapter.

The simulator attempts to mimic the process steps and the electrical characteristics of the

f T ¼ 350 GHz device reported in Ref. [14], and as such the simulation parameters have been calibrated

to achieve good predictability in the fabrication of this device and its electrical behavior. The simulators

and methods used are similar to that used in prior generation devices [12]. Figure 16.4 shows the results

of the simulation comparison (dark arrows). Compared to the parasitic values that would be present in

an intrinsic-only device, we observe that the extrinsic device contributes significantly to the overall

parasitics, at an additional 35%, 180%, 124%, and 42% in CBE, CCB, RC, and RB, respectively. This

extrinsic device strongly reduces the device performance. f T and fMAX comparisons also shown in Figure

16.4 indicate that values of 557 and 630 GHz respectively become 332 and 224 GHz, which correspond

approximately to measured values reported in Ref. [14].

From this analysis, it is clear that contributed parasitic resistances and capacitance from the extrinsic

device degrades performance as measured in f T and fMAX. Other device designs will show different

partitioning of performance. Namely, devices with lower intrinsic base sheet resistance will exhibit a

lesser portion of the total base resistance from the intrinsic device. Due to the thermal contacts at the

base, emitter, and collector of the intrinsic-only device, we observe similar self-heating characteristics

between the simulations. Without the thermal sinks, the performance would significantly degrade. The

thermal issue will only become more acute with increasing device performance (due to the increasing

current density), with increasing need for effective thermal conductivity away from the device. The

intrinsic device scenario depicted here, where the electrical contacts provide a thermal sink, may be

realistic in some small-integration device configurations (e.g., power amplification devices), but in a

more general configuration of highly integrated chips, a thermal sink through the substrate will be

Intrinsic device
with contacts

Extrinsic
emitter

Extrinsic base

Extrinsic
collector

FIGURE 16.3 Intrinsic device portion of full extrinsic device represented in TCAD simulations. The intrinsic

dimension is approximately twice the emitter-opening dimension in order to capture the two-dimensional nature of

the device operation.
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required. For such highly integrated chips, the extrinsic device has the significant function of conducting

heat away from the intrinsic device, and this aspect cannot be ignored in device optimization.

Thus, in consideration of the device limits, the intrinsic device cannot be considered independent

of the extrinsic device. One should consider both what can practically be done to improve performance

reducing effects of the extrinsic device, and the thermal benefits provided by the extrinsic device. In the

next two sections, we consider the scaling aspects of the intrinsic and extrinsic devices separately.

16.3 Intrinsic Device Scaling

Classical scaling, with the reduction in delay elements captured in Equation 16.2, is expected to continue

to improve SiGe HBT device performance. As mentioned previously, SiGe HBT vertical profiles, while in

the range of 10 nm, are still dominated by practical processing effects such as diffusion and growth

constraints. As in the past, improved device structures, process integration techniques, and tooling are

expected to open up new performance territory through continued device scaling. We explore issues and

unknowns related to intrinsic device scaling above 1 THz in this section.

Experience has shown that, in the graded-base SiGe HBT, the carriers travel in the range of saturation

velocity through most of the neutral base and collector space–charge region. Therefore, transit time is

largely a function of carrier velocity and dimensions. Clearly, one goal is the reduction in base dimension

WB and collector–base space–charge layer WCSCL. However, the ever-reduced dimensions begin to put

the commonly assumed drift–diffusion physics, which determine the effective vSAT, into question. In

transistors with large critical dimensions (e.g., base widths), the acceleration of carriers in an electric

field is counteracted by impurity and phonon scattering, which act toward randomizing the momentum

and bringing the carriers into thermal equilibrium with the lattice. This balance results in a steady-state

velocity for any given field, characterized by the mobility and saturation velocity of the sample. Since

scattering takes place at a finite rate, however, a carrier may not scatter at all over a sufficiently short

interval of time. As a result, carriers crossing a sufficiently small base may be able to do so with very little

scattering and thus with very little change in their initial velocity. In silicon, acoustic phonons scatter
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FIGURE 16.4 Electrical parameter shifts with addition of the device extrinsic portion as predicted by TCAD

simulation. Thick arrows are the 350 GHz device as reported in Ref. [14]; thinner arrows are simulated 1.16 THz

(intrinsic) device.
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electrons between sixfold-generate conduction band minima with a time constant on the order of 10�13

to 10�14 sec. Based on an electron velocity in the range of 106 to 107 cm/sec, ballistic transport across

a HBT base becomes possible as base widths shrink below �10 nm.

To maximize the benefits of ballistic transport, a HBT design must provide a method for electrons to

attain and maintain a high velocity for a large fraction of their trip across the base. One such method is

to introduce a very high electric field at the emitter side of the base, rapidly accelerating electrons to

‘‘overshoot’’ velocities greater than predicted by the scattering-driven steady-state velocity versus field

curve. Since accelerating electrons from low velocity can consume an appreciable portion of the base

transit and reduce the overall effective velocity, however, an improved method involves the inclusion of a

‘‘launcher’’ capable of injecting electrons from the emitter into the base at high initial velocities.

Studies of source velocity in nanoscale NFETs illustrate that injection over a simple energy barrier,

such as in the emitter–base junction of a homojunction BJT or of a graded SiGe HBT with no SiGe mole

fraction at the junction, limits the injection velocity to the average thermal velocity of electrons moving

in the desired direction. Such velocities may exceed 1.2 � 107 cm/sec, reducing the transit time across a

10 nm base to less than 0.08 psec [15].

Bandgap engineering, commonly used in III–V device design, can be used to increase injected carrier

velocity still further. One possible design is an abrupt conduction band discontinuity at the emitter–base

junction, with a lower conduction band energy in the base. Such a heterojunction can be realized with

a strained Si emitter grown atop an unstrained SiGe base, for example. As an electron crosses this

junction, the conduction band ‘‘floor’’ drops out from under it, converting potential energy into a large

kinetic energy.

Since electrons injected in this manner will cover a wide range of velocities, the average velocity is

reduced by the slowest of the population. A tunneling barrier, such as a very thin layer of SiO2, can be

inserted between the emitter and base to filter the carrier population and pass only the highest energy

members of the population. A quantum well can be used for the same purpose, with the energy levels

of the well tuned by well width to form a ‘‘pass band’’ for the desired electron energies. Using these

structures, and with the ever-reduced dimensions of the SiGe HBT, transit time benefits may be obtained

through increased effective carrier velocity.

In consideration of the capacitance charging time reduction with scaling, the principal benefit is

higher Kirk-effect current, which results from the collector design scaling. This translates to higher

current densities and higher device transconductance qIC/kT before the base-push-out effect reduces

the microwave performance of the transistor. Lateral scaling typically accompanies the device current

density increase, and because the dimensions scale down at a similar rate to the current density increase,

a similar net device current is obtained between generations. Unit collector–base capacitance also

fundamentally increases with the increasing current density, since collector doping must be increased

or the collector epi layer must be decreased to accommodate the current density increase. Like with the

current density increase, lateral scaling can decrease the effect of the higher unit capacitance by reducing

the effect at the device level.

By reviewing again Equation 16.1 and Equation 16.2, a fundamental tradeoff between increasing IC

and increasing CCB and their impact to fMAX and f T is apparent. In f T, one can see that a CCB increase

offsets the collector scaling benefit in WCSCL reduction and IC increase. Assuming that the CCB

capacitance dominates the total device capacitance (today surpassing CEB in the highest speed SiGe

HBT devices), and assuming the (RE þ RC)CCB term remains small due to resistance reduction, we note

that in the CCB and WCSCL tradeoff, the f T improvement is favored with collector doping increase.

Consider that the Kirk current JCP and device CCB are related to doping NC through the well-known

relations JCP ¼ qvSATNC and CCB ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
qNC«S=2(VBI þ VCB)

p
[16]. Therefore, the ratio of JCP/CCB /ffiffiffiffiffiffi

NC

p
will increase with scaling, which will be favorable to increasing f T. The effect of the tradeoff on

fMAX is not as clear. In the extreme case wherein CCB dominates the capacitance portion in the f T

expression (such as in many III–V devices), fMAX sees diminishing returns with vertical scaling as

approximated by fMAX
2 / f T/CCB / (

ffiffiffiffiffiffi
NC

p
þ K )=

ffiffiffiffiffiffi
NC

p
, where K represents the remaining terms of

the f T expression unaffected by the collector scaling.
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Other authors have performed simulations of intrinsic-only devices above 1 THz [17]. While that

report does provide useful insight into the operation of the device, we wish to include certain

phenomena not included in that simulation. For instance, as previously mentioned, we wish to utilize

a calibrated simulation deck to a high-speed device, as well as capture the two-dimensional device

behavior with the two-dimensional current injection from the emitter and the lateral spreading of the

current into the collector. We also wish to understand the effects of self-heating and of the extrinsic

device. We still rely on drift–diffusion device simulations, and inaccuracies are likely in this regime as a

result. However, we have found surprising predictability over many generations of devices, and so

believe that these same simulation techniques should (to first order) continue to provide insights into

the device scaling.

Following this approach, we have simulated the fabrication and operation of a complete device, and

when the intrinsic portion of this device is separated and measured in the device simulator, an f T of

1165 GHz is obtained. The device geometry corresponds to the two-dimensional intrinsic device cutout

and contact configuration shown in Figure 16.3 and discussed previously. Note that, as before, the full

two-dimensional device construction is defined in the process simulator environment, and the cutout is

made and contact made to represent the intrinsic device. Vertical scaling was used to increase f T, and

realistic fabrication steps were utilized in the process simulator to define the dopant profiles and

diffusion. Accompanying the higher f T and reduced transit times are approximately three times higher

peak f T current density, three times higher CCB, and 1/3 times RC compared to the previously discussed

device.

Thus, when considering the intrinsic portion of the device only, we may expect that over 1 THz f T

operation may be obtained. Very importantly, we have neglected two very critical elements to the device,

which are device reliability and extrinsic parasitics. In the next two sections, we build on the results from

this section and describe the impact of these effects on device performance and the challenges to device

scaling imposed.

16.4 Extrinsic Device RC Delays

To gauge the effects of the extrinsic device, we simulate the THz intrinsic device of the last section and

add its extrinsic portion, which is similar to the device of the previous section. The impact of the

extrinsic device is shown in Figure 16.4 (as the more narrow arrows), adjacent to the same analysis of the

350 GHz device. Clearly, the extrinsic device has a greater impact on the THz device than on the lower

performance device. The largest impact is on the parasitic RC, where the intrinsic device has a reduced

value from the increased doping concentration, and the extrinsic device has not been reengineered to

commensurately reduce the extrinsic resistance. Also impacted severely is the CCB parasitic, because the

high performance is achieved in part from a reduced vertical spacing between the heavily doped

subcollector and the base region of the device. This increases the extrinsic capacitance as well as the

intrinsic capacitance. The net result is a more severe reduction in both f T and fMAX, when the extrinsic

region is added to the THz intrinsic device. Compared to the parasitic values that would be present in an

intrinsic-only device, we again observe that the extrinsic device contributes significantly to the overall

parasitics, at an additional 55%, 300%, 525%, and 44% in CBE, CCB, RC, and RB. f T and fMAX

comparisons shown in Figure 16.4 indicate that values of 1165 and 525 GHz become 798 and

193 GHz, respectively. f T becomes 45% of the 1165 intrinsic device value, and fMAX becomes 24% of

its intrinsic device value.

With the higher performance, the device operation is more sensitive to the parasitic resistance and

capacitance compared to the lower performance intrinsic device. This is a result of the need to reduce all

the terms in Equation 16.2, and with the reduction in the intrinsic portions, the extrinsic portions

become more significant. As scaling of the intrinsic device is critical to achieving higher performance,

improvements in the extrinsic device need to be commensurate. Moreover, like the advancements in the

intrinsic device follow material and structure advances, so do the advancements in the extrinsic device,

but often with a different set of material and structure advances.
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Challenges for extrinsic device improvement are found in many places. Resistive parasitics are found

in the conducting layers leading to the device. Where the emitter, base, and collector connecting layers

into the device are relatively low resistivity at a distance from the device (i.e., the metal interconnect

layers) these layers increase in resistivity approaching the intrinsic device (i.e., silicides, then heavily

doped semiconductors, and then less heavily doped semiconductors). Shown in Figure 16.5a are the

resistivities of various layers typical in semiconductor devices. The device designers and integration

engineers are challenged to choose lower resistance layers and to fabricate them as close as possible to

the intrinsic device. This is typically achieved through lithography advances and through self-aligned

processes, such as described in an earlier chapter.

Other resistive elements that challenge the device engineers are the interfaces. These interfaces are often

found between the polysilicon and the single-crystal emitter, between polysilicon and epitaxy base layers,

and in work function differences between layers. Reducing the impact of these interfaces involves careful

process integration [18–20] or material advances such as silicides with reduced contact resistance [3].

Capacitive parasitics are also reduced. As discussed in the previous section, the intrinsic device

design involves performance versus capacitance tradeoffs, both in the emitter and the collector side

junctions. Regarding the extrinsic device, shrinking lateral device dimensions, especially related to the

active area and the pedestal dimensions, is probably the most significant technical advancement to

provide capacitance reduction. However, to approach the intrinsic device performance, the extrinsic

capacitive elements need to continue to reduce. The shrinking emitter lateral dimensions make this

particularly difficult due to the increased device perimeter to area ratio that results, and because the

extrinsic capacitances are scaled with the device perimeter. For instance, the emitter–base perimeter

junction and fringing capacitances become ever more significant. In addition, the collector capacitance

perimeter becomes more significant, because the polysilicon base contact area does not shrink at the

same rate as the emitter dimension. One solution is to employ increasing amounts of (preferably self-

aligned) low dielectric constant materials, such as replacing portions of the active area with silicon

dioxide or even air or vacuum. Shown in Figure 16.5b is a comparison of unit capacitances of typical

device insulating structures. Typical films are for instance a 300 nm SiO2 for the shallow trench

material and thickness. Fifty nanometers is a typical spacer dimension, which can be made of different

materials as shown. Note that the choice of different materials may result in significantly different

capacitances in the device. New processing techniques and materials will permit incorporation of such

improvements.
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While techniques such as described will take the device toward the intrinsic-only device, there will

always be practical limitations to the implementation. For instance, a relatively radical approach to

reducing collector resistance and capacitance components has been tried by different groups. This

approach, called ‘‘transferred substrate,’’ has been applied with significant performance enhancement

in III–V devices [21] and with limited improvement to silicon devices [22]. The intent of this approach

is to address the resistive element and the excess capacitance in the collector, because the collector

typically needs to be contacted through a large relatively resistive and capacitive region from the bottom

of the device. By removing the substrate and providing a contact to the collector from the device bottom,

performance advancements may be achieved. However, thermal issues begin to dominate as shown in

Ref. [22], and practical solutions would require replacement of the substrate function as a thermal sink.

16.5 Practical Limitations

Performance capability is not the only concern in understanding the limits. One must also consider

avalanche and thermal properties, both may degrade device or circuit performance, and may affect the

device reliability. Understanding of these effects has recently been improved with the advent and

characterization of devices with f T over 200 GHz [23].

Avalanche current, which is responsible for the device breakdown, or BVCEO and BVCES, is a result of

the higher electric fields in the scaled collector–base space–charge region (i.e., reduced WCSCL of

Equation 16.2). BVCEO (collector–emitter breakdown with the base terminal open) is often cited as a

limit to device biasing voltage. This parameter is now generally below 2 V for devices with f T > 100 GHz,

to a value of 1.4 V for the 350 GHz device [14]. However, a typical transistor within a circuit has

relatively low impedance connected to the base terminal, such that the breakdown is more closely related

to BVCES, which is with the base terminal tied to the emitter. An evaluation of the f T * BVCES product

scaling has been performed. This parameter is shown to be collector-doping dependent and significantly

greater than the f T * BVCEO product [24].

Reliability in SiGe HBTs appears to be robust to degradation resulting from avalanche current. This

contrasts to some III–V devices, which exhibit crystal degradation through carrier recombination and

generation. For example, 200 GHz SiGe HBTs have been shown to exhibit increased base current

nonideality as a result of operation above BVCEO, yet this degradation is expected to remain negligible

for most applications over typical product lifetimes [25]. Furthermore, the avalanche current is expected

to continue to increase with increased device performance, yet the voltage causing the same avalanche

multiplication factor is found to reduce only a small amount looking to future generations of devices

[23]. This indicates that the avalanche will not provide a significant limitation to the performance of the

SiGe HBT.

Voltage and current limits are also related to device self-heating. We have already discussed this aspect

of performance scaling with relation to its impact to performance degradation. However, as with most

semiconductor devices and integrated circuits, reliability is impacted with greater temperatures, which

can be caused by increased power density in a device [23]. In particular, electromigration in the metal

interconnects is highly sensitive to increased temperatures. Unlike in CMOS devices, which have

exhibited linear currents in the range of 700 mA/mm, with recent maximum voltages in the range of

1 V, the SiGe HBTs with f T > 100 GHz have called for currents in the range of 1500 mA/mm achieved at

voltages in the range of 1.5 V. For small devices, this does not present much of an issue due to their

relatively smaller thermal resistance � power product, but designs with larger devices require attention

to self-heating and robust wiring for reliable operation. Looking ahead, device designers must continue

to focus on linear current and thus the power density reduction, through such techniques as dimension

reduction. Accordingly, ever-higher current densities are anticipated to be acceptable and reliable with

respect to device self-heating.

Another issue with respect to higher current densities is the well-established base current degradation

accelerated by higher current densities [26–28]. Due to the requirement for higher current densities for
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performance enhancement, these current densities once again challenge the device designer and inte-

gration engineers, since they must find materials and processes that decrease base current degradation.

Low hydrogen-containing materials have been shown to improve the base current degradation [28], and

it has been shown that advanced devices may be fabricated with degradation substantially less than the

prior generation devices at similar current densities [23]. New solutions through materials and experi-

mentation must be established to propel the SiGe HBT to continued reliable high performances.

16.6 Summary

The industry will continue to demonstrate SiGe HBT performance improvements. In achieving these

further advancements, the intrinsic performance improvements will be a relatively straightforward

continuation of recent advancements in materials and processes. Techniques made available through

CMOS processing will be leveraged for such progress, and ballistic effects will start to be seen in devices

with sub-10 nm transit dimensions. The extrinsic portion of the device is perhaps the most challenging,

due to the practical availability of construction methods and materials in semiconductor fabrication

facilities. Thus, limits are mainly due to practical ability to implement the structures needed for reduced

parasitics and thermal conduction within a generalized application technology.
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17
Overview:

Heterostructure FETs

John D. Cressler
Georgia Institute of Technology

Ironically, despite the fact that SiGe HBTs at present dominate the commercial silicon heterostructure

world, the first Si-based heterostructure field effect transistor was demonstrated in 1986, predating the

first SiGe HBT by over 1 year. These earliest FETs were Schottky-gated, III–V-like n- and p-channel

modulation doped devices, which rapidly gave rise to a variety SiGe-based MOSFET topologies. More

recently, the field has centered on strained Si MOSFETs, because of its better compatibility with

mainstream CMOS, and the impressive mobility enhancements that can be realized in that system at

aggressively scaled gate lengths. Two fundamentally different ways of producing strained Si CMOS exist,

utilizing both biaxial and uniaxial strain techniques. In Chapter 18, K. Rim of IBM Research discusses

‘‘Biaxial Strained Si CMOS,’’ while in Chapter 19, by S. Thompson of the University of Florida gives an

overview of ‘‘Uniaxial Strained Si CMOS.’’ More conventional SiGe-channel FETs, of various flavors, are

presented in Chapter 20, ‘‘SiGe-Channel HFETs,’’ by S. Banerjee of the University of Texas at Austin.

Finally, in Chapter 21, ‘‘Industry Examples at the State-of-the-Art: Intel’s 90 nm Logic Technologies,’’ by

S. Thompson of the University of Florida, an overview of the world’s first commercially available

strained Si CMOS technology is presented. In addition to this substantial collection of material, and

the numerous references contained in each chapter, a number of review articles and books detailing the

operation and modeling of SiGe and strained Si FETs exist, including Refs. [1–8].
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18.1 Introduction

Scaling of Si CMOS devices has fueled the exponential growth in the electronics industry. Along with

continued increase in density of integration (e.g., number of devices per area), CMOS scaling has also

enabled circuit speed enhancements at the rate of 1.2 times per year or higher.

CMOS logic circuit speed is determined by the current drive of MOSFETs and the load capacitance,

and is often described by a simple expression for circuit delay, t ¼ CL(V/I), where CL is the load

capacitance, V the voltage swing, and I the MOSFET current drive. The load capacitance has been

reduced by miniaturization of device dimension and innovations such as silicon-on-insulator (SOI),

while the intrinsic current drive capability of a MOSFET is determined by the channel carrier density

and carrier velocity. As the channel length has scaled to the deep submicron regime, impact of channel

length scaling on the carrier velocity and current drive has diminished, and the industry has heavily

relied on the increase of gate capacitance, which is achieved through aggressive reduction of gate oxide

thickness, in order to maximize the channel carrier density and MOSFET current drive. However, gate

oxide scaling has recently neared the physical limit where the direct tunneling leakage current is now a

major component of the total leakage in a transistor.

The current drive of MOSFET can also be enhanced by modifying the carrier transport properties of

silicon. Current drive enhancement obtained by such material property change is in addition to that

induced by the geometric scaling of CMOS, and can be combined with the advantage obtained by

continued scaling of CMOS. For applications where power consumption is a concern, the current drive

increase can be traded off to reduce the standby leakage current by allowing higher threshold voltage VT

while maintaining equivalent current drive. Alternatively, the enhancement can be traded off to control

active power consumption by enabling lower supply voltage VDD [1].

Strain is an effective mechanism to modify the carrier transport properties of silicon. Strained Si/SiGe

MOSFETs take advantage of strain-induced changes of carrier transport in silicon and obtain current

drive enhancements [2]. Figure 18.1a illustrates the structure of MOSFETs fabricated on strained Si on

relaxed SiGe. When a thin layer of Si is pseudomorphically grown on a thick, relaxed SiGe layer (Figure

18.1b), the lattice mismatch leads to biaxial tensile strain in the Si layer. If the SiGe layer is fully relaxed

and the Si layer fully strained (i.e., the in-plane lattice constants of Si conform to those of the underlying

relaxed SiGe layer), the amount of strain in Si is approximately (4.2x)% where x is the Ge mole fraction
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in the SiGe layer. So, for instance, a pseudomorphic Si layer grown on fully relaxed SiGe with 25% [Ge]

would be under �1% biaxial tensile strain.

In a strained Si MOSFET, a surface channel is formed at the oxide–Si interface. This is in contrast to a

buried channel structure formed in a SiGe/Si/SiGe FET [3,4], or a SiGe surface channel in a SiGe

MOSFET where gate oxide is formed on SiGe [5]. Compared to the buried channel or the SiGe surface

channel alternatives, strained Si surface channel MOSFETs have the following advantages: a single epi

layer can potentially enhance both electron and hole mobilities, the surface channel structure leads to

better scaling behavior in deep submicron channel lengths, and advanced gate oxides can be thermally

grown on pure Si as opposed to on SiGe. Obtaining high-quality oxide interface through thermal

oxidation of SiGe is difficult. As can be seen in Figure 18.1, the essential structure and operation

principle of a strained Si/SiGe MOSFET is identical to typical Si MOSFETs, except that the inversion

channel is formed in the thin Si layer under biaxial tension, and much of the MOSFET body and source–

drain junctions are located within the underlying SiGe layer.

18.2 Mobility Characteristics

Theoretical calculations [6–11] have predicted electron and hole mobility enhancements in strained Si.

In the conduction band of silicon (Figure 18.2a), biaxial tensile strain splits the six-fold degeneracy in

the D-valleys, and lowers the two-fold degenerate perpendicular D-valleys with respect to the four-fold

in-plane D-valleys in energy space. Such energy splitting suppresses intervalley carrier scattering between

the two-fold and four-fold degenerate valleys, and causes preferential occupation of the two-fold valleys

Si substrate

Graded SiGe buffer

Relaxed SiGe Relaxed SiGe

High mobility
strained Si

Electron/hole channel Gate oxide

n-FET
(a)

(b)

p-FET

Strained
Si

Relaxed
Si1−xGex

Tensile-strained
Si on Si1−xGex

FIGURE 18.1 Typical structures of (a) strained Si–relaxed SiGe bulk MOSFETs and (b) strained Si–relaxed SiGe

heterolayers.

Cressler/Silicon Heterostructure Devices 66900_C018 Final Proof page 2 17.10.2007 11:29am Compositor Name: JGanesan

18-2 Silicon Heterostructure Devices



where the in-plane conduction mass is lower. These two effects combine and lead to increased electron

mobility in strained Si. Similarly, strain splits the valence band degeneracy (Figure 18.2(b)) between the

heavy and light hole bands (HH and LH) at the G-point and shifts the spin–orbit band. The resulting

band deformation effectively lowers the in-plane conduction mass, and the splitting suppresses inter-

band scattering between the two bands, improving the in-plane hole mobility.

Observation of high electron mobility in two-dimensional electron gas formed in strained Si was

reported in late 1980s and early 1990s [12,13]. Application of strained Si in MOSFET channel

was proposed by Keyes as early as in 1986 [14], and the first demonstration of strained Si MOSFET was

reported by Welser et al. using relaxed SiGe graded buffer [15,16].

Electron mobility measured in NFET is plotted against vertical effective field in Figure 18.3 [17].

Effective inversion mobility is extracted using I–V and split C–V measurements on long-channel

MOSFETs, and effective field is calculated by counting depletion and inversion charges as described in

Ref. [18]. Amount of strain increases with the Ge mole fraction in the relaxed SiGe layer increases, and

strained Si NFET mobility is enhanced by as much as 110% over the mobility of the unstrained control

device. Even with the modest amount of strain (�0.5% strain, 13% [Ge]), over 50% electron mobility

enhancement is observed.

Figure 18.4 [17] shows the typical PFET mobility characteristics as a function of tensile strain. Similar

PFET mobility behaviors have been reported by various publications [19–21]. Compared to electron

mobility, the amount of hole mobility enhancement is modest, and shows a strong vertical effective field

dependence. Figure 18.5 compares the strain dependence of electron and hole mobilities in strained Si

MOSFETs. With �1% strain, NFET mobility is enhanced by more than two times. On the other hand,

hole mobility is slightly degraded with small strain before it begins to increase at larger amounts of strain.

Both electron and hole mobility characteristics exhibit interesting deviations from the theoretical

predictions. For electrons in NFETs, quantum mechanical confinements in the inversion layer result in

D2�D4 energy splitting even in unstrained Si devices. Strong strain dependence of electron mobility

suggests that the intervalley phonon scattering has a strong influence on the mobility of electron

inversion layer [7], and the additional energy splitting caused by strain further reduces the intervalley
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FIGURE 18.2 In-plane biaxial tension-induced changes in (a) conduction and (b) valence bands in strained Si.
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NMOSFETs. (From K Rim, J Chu, H Chen, KA Jenkins, T Kanarsky, K Lee, A Mocuta, H Zhu, R Roy, J Newbury,

J Ott, K Petrarca, P Mooney, D Lacey, S Koester, K Chan, D Boyd, M Ieong, and H-S Wong. Digest of Symposium on
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scattering. On the other hand, surface scattering, which dominates MOSFET mobility at high vertical

fields, is expected to be similar in strained and unstrained Si devices, and so the observed strong electron

mobility enhancement even at high vertical field is an unexpected trend in this regard.

Strain-dependence of hole mobility can also be described by the interplay of energy splittings induced

by strain and confinement effects. Quantum-mechanical confinement in the hole inversion layer splits

the HH–LH band degeneracy, but in the opposite direction compared to the splitting induced by tensile

strain, moving the HH-associated band toward the midgap. As tensile strain increases in a strained Si

PFET, strain-induced changes in LH and HH bands first compensate the confinement-induced splitting
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and degrade hole mobility, and eventually reverse the band-splitting direction and increase the amount

of splitting and mobility [22]. Smaller mobility enhancement observed in high vertical fields can also be

explained by this mechanism—at high vertical fields, the confinement is stronger, and strain-induced

splitting needs to overcome larger initial confinement-induced splitting.

18.3 Deep Submicron Strained Si MOSFETs

Various groups have reported demonstration of sub-100 nm channel length MOSFETs on strained Si–

relaxed SiGe heterostructures [23–27, for example]. Figure 18.6 shows the TEM micrograph of a strained

Si MOSFET [17] with cobalt silicide formed on selective epi raised source drain. In most of the reported

cases, relaxed SiGe layer is created by a graded buffer technique [13,28] where SiGe is epitaxially grown

on Si wafer and Ge content is graded up slowly over the thickness of several microns. Such graded buffer

structure is known to reduce dislocation defect density in the top layer by orders of magnitude in

comparison to a thick layer of SiGe directly grown on Si without grading. Strained Si channel layer with

thickness of 10 to 20 nm is epitaxially grown on SiGe before modified CMOS process steps are used to

fabricate MOSFETs. Figure 18.7 shows a typical NFET Ion�Ioff characteristics comparison for devices

with channel lengths as short as 50 nm [17]. For a moderate amount of strain (13% [Ge]), NFET Ion is

enhanced by 15% to 20% at a given off current Ioff over that of the unstrained Si counterpart. Similar

characteristics were obtained by other reports. As described in the previous section, enhancement of

PFET mobility requires larger amount of strain than enhancement of NFET mobility. Figure 18.8 shows

the comparison of PFET Ion�Ioff characteristics between unstrained Si and strained Si devices with 28%

[Ge] (i.e., �1.2% strain). About 7% to 10% enhancement is observed in strained Si PFETs. At lower

strain, minimal or no performance gain is observed as expected from strained dependence of hole

mobility.

In both NFET and PFETs, the electrostatic design of the strained Si device is very similar to the

conventional Si MOSFETs. So with careful design that takes into account some of the issues that are

described in the following sections, short channel effects that are equivalent to the unstrained Si devices

can be obtained in strained Si MOSFETs.

Relaxed SiGe

Strained Si
Channel

Co salicide
formed on
raised S/D

FIGURE 18.6 TEM micrograph of strained Si MOSFET with selective epi raised source–drain structure. (From

K Rim, J Chu, H Chen, KA Jenkins, T Kanarsky, K Lee, A Mocuta, H Zhu, R Roy, J Newbury, J Ott, K Petrarca,

P Mooney, D Lacey, S Koester, K Chan, D Boyd, M Ieong, and H-S Wong. Digest of Symposium on VLSI Technology,

Honolulu, HI, 2002, pp. 98–99. With permission.)

Cressler/Silicon Heterostructure Devices 66900_C018 Final Proof page 6 17.10.2007 11:29am Compositor Name: JGanesan

18-6 Silicon Heterostructure Devices



400.0 µ 600.0 µ 800.0 µ

1�10−6

1�10−7

1�10−8

1�10−9

1�10−10

1�10−11

Ion (A/µm)

I o
ff 

(A
/µ

m
)

Strained Si/SiGe (13% [Ge])

Control

FIGURE 18.7 Ion–Ioff comparison between strained Si and unstrained Si NFETs. (From K Rim, J Chu, H Chen,

KA Jenkins, T Kanarsky, K Lee, A Mocuta, H Zhu, R Roy, J Newbury, J Ott, K Petrarca, P Mooney, D Lacey,
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FIGURE 18.8 Ion–Ioff comparison between strained Si and unstrained Si PFETs. (From K Rim, J Chu, H Chen,

KA Jenkins, T Kanarsky, K Lee, A Mocuta, H Zhu, R Roy, J Newbury, J Ott, K Petrarca, P Mooney, D Lacey,

S Koester, K Chan, D Boyd, M Ieong, and H-S Wong. Digest of Symposium on VLSI Technology, Honolulu, HI,

2002, pp. 98–99. With permission.)
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Strained Si-relaxed SiGe heterostructures can be formed on a layer of insulator. Such structures, which

are called SiGe-on-insulator (SGOI), combine the enhanced carrier transport in strained Si with the

advantages of SOI MOSFETs. One major difference between SGOI devices and bulk strained Si devices

on graded buffer is that the SiGe layer in SGOI needs to be significantly thinner (a few thousand

angstroms or less). Figure 18.9 describes the various techniques to create SGOI structures. By transfer-

ring a layer of relaxed SiGe from buffer, bonded SGOI (BSGOI) can be formed [21,29]. This approach

utilizes the well-established SiGe buffer technique to create relaxed SiGe to supply layers to transfer,

but is expected to be costly as it combines epitaxial process with wafer bonding. A variation of the

SIMOX process can be applied to SiGe layers to achieve a potentially economic method of forming SGOI

[20], but Ge out-diffusion into the silicon substrate can be difficult to control during the high-

temperature oxidation step to form buried oxide, and the quality of buried oxide formed in SiGe is a

concern. A bilayer approach that addresses these concerns has been proposed [30]. Finally, the Ge

condensation or mixing technique [31] utilizes Ge diffusion and rejection during high-temperature
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FIGURE 18.9 Various techniques to fabricate SiGe-on-insulator (SGOI). (From K Rim, R Anderson, D Boyd,

F Cardone, K Chan, H Chen, S Christansen, J Chu, K Jenkins, T Kanarsky, S Koester, B Lee, K Lee, V Mazzeo,

A Mocuta, D Mocuta, PM Mooney, P Oldiges, J Ott, P Ronsheim, R Roy, A Steegen, M Yang, H Zhu, M Ieong, and

H-SP Wong. Solid-State Electronics 47:1133–1139, 2003. With permission.)
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oxidation to form ultrathin SGOI. This is a very promising approach, but the mechanism that governs

the relaxation of SiGe lattice is not well understood at this point.

Sub-100 nm MOSFETs have been demonstrated on SGOI substrates fabricated using thermal mixing

technique [32], which is similar to the Ge condensation technique. Excellent MOSFET characteristics

and NFET current drive enhancement have been reported.

The extreme case of ultrathin SGOI is strained Si directly on insulator (SSDOI) [29,33,34]. Tensile

strained Si layer can be directly formed on buried oxide by a combination of layer transfer and selective

etch removal of relaxed SiGe (Figure 18.10). Retention of strain and electron and hole mobility

enhancements have been demonstrated on SSDOI MOSFETs [34].

18.4 Device Physics and Design Issues

In order to realize the strain-enhanced CMOS performance to the fullest extent in ULSI applications,

both fundamental and technological challenges need to be addressed. As discussed above, biaxial

tension-induced hole mobility enhancement requires large amounts of strain (i.e., [Ge]), and the

amount of enhancement diminishes at high vertical field, consistent with the theoretical calculation in

Ref. [10]. High strain and high Ge content increase the difficulty of various process integration issues,

and due to the small hole mobility enhancement at high vertical fields, strained Si is expected to provide

Strained Si

SiGe

Thermal +
Deposited oxide

H+
2

Handle wafer

Strained Si

Oxide

Handle wafer

Buried OxideBuried Oxide

Strained Si

FIGURE 18.10 Fabrication of strained-Si directly on insulator (SSDOI) by layer transfer and selective etch of

SiGe. (From K Rim, K Chan, L Shi, D Boyd, J Ott, N Klymko, F Cardone, L Tai, S Koester, M Cobb, D Canaperi, B To,

E Duch, I Babich, R Carruthers, P Saunders, G Walker, Y Zhang, M Steen, and M Ieong. Technical Digest — IEEE

International Electron Devices Meeting, Washington, DC, 2003, pp. 49–52. With permission.)
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only limited enhancement in the future bulk and PDSOI PFETs with high channel doping and vertical

field. On the other hand, for device structures such as symmetric double gate or FDSOI pMOSFETs in

which the vertical field is inherently low during operation, strained Si can provide a significant hole

mobility enhancement. Recent experimental results [35] suggest that a significant hole mobility en-

hancement at high vertical field might be possible with an optimized epi layer preparation technique,

but further investigation is needed for verification. The electron mobility of strained Si FET, on the other

hand, exhibits unexpectedly large enhancements even at high vertical fields as described in the previous

section. Presently, few theoretical explanations have been proposed to account for this observation.

Although low field mobility is a property that can be measured and compared with relatively little

ambiguity and is an essential parameter for device and circuit modeling, it is inadequate in quantita-

tively predicting the actual saturation current drive of the deep submicron devices. Velocity saturation

effect strongly influences device characteristics in short channel lengths, and the observed impact by the

changes in low field mobility is limited. Modern day NFETs operate at roughly 50% of the ballistic limit,

and so only about half of the impact observed in low field mobility is observed in saturation current

[36]. In addition, accurately extracting the intrinsic enhancement in device performance is difficult

because short-channel FET characteristics are sensitive functions of many device design parameters such

as the junction- and channel-doping profiles as well as the extrinsic resistance.

Even so, strain-induced energy splitting may influence the transport of ‘‘warm’’ carriers in addition

to the low-field mobility, improving saturation current in short-channel devices [1]. Smaller density of

states in strained Si should contribute to the reduction of scattering rates even at carrier energies several

times larger than kT, contributing to enhanced nonequilibrium transport and deep submicron NMOS-

FET current drive.

In order to maximize the impact of strain-induced enhancement of intrinsic device performance,

device scaling and design have to be achieved without compromise to the optimization of the parasitics

in the extrinsic parts of device. This point is illustrated with a simple estimation of expected enhance-

ments in the device on-resistance RON (which is inversely proportional to the drain current in the linear

region) and the saturation transconductance gm,sat [37]. For instance, assuming RON ¼ 300 V mm for

the control device and parasitic resistance Rext ¼ 200 V mm for both the control and SS devices, a 70%

increase in mobility will be diluted to provide only 16% improvement in RON. Similarly, assuming gm,sat

¼ 1000 mS/mm for the control device, Rext of 200 V mm (equally divided between source and drain)

dilutes a 30% enhancement in intrinsic gm to 26% even in a simplified (neglecting the impact of a finite

drain conductance in saturation) and optimistic estimation.

Due to the low thermal conductivity of the thick SiGe layer, the SS MOSFETs exhibit significant self-

heating [38], analogous that observed in SOI MOSFETs. In typical CMOS digital logic circuits, device

duty cycle is expected to be much shorter than the thermal time constant of self-heating. However, in

analog applications, self-heating will in effect induce a significant rise in device operation temperature,

affecting the performance. Techniques to reduce the SiGe layer thickness in the structure can improve

the self-heating characteristics.

Band offsets at the Si/SiGe interface that lower the conduction band edge in strained Si, along with the

narrower energy gap in SiGe, lower VT of strained Si NFETs. VT lowering can be close to 100 mV in

strained Si NFETs on SiGe with 20% [Ge]. Additional well and halo doping can offset the VT lowering,

but the extra doping can diminish the mobility gain [39].

18.5 Material and Integration Issues

The foremost critical challenge in the SS CMOS technology is the control of dislocation defects in

the epitaxial layers. A finite density of misfit and threading dislocations are present in the SiGe

buffers grown by the graded buffer growth techniques. Such dislocations can cause increase in junction

leakage and device OFF current Ioff (as in Refs. [25,26]). For ULSI implementation, innovations and

optimizations are required to minimize the propagation of dislocations in strained Si-relaxed SiGe

structures.
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Thermal processing during CMOS fabrication steps can cause relaxation of the strain in the Si layer,

or out-diffusion of Ge. In thermal stability experiments [40], where Raman spectroscopy was used to

measure the changes in strained Si-relaxed SiGe structure before and after annealing steps, the position

of the strained Si peak did not shift distinctly, while the signal strength decreased with increasing

amounts of thermal annealing. This indicated that while thermal annealing at 10008C does not cause

measurable strain relaxation, it effectively reduces the Si thickness by Ge out-diffusion. The thermal

budget during device fabrication has to be optimized carefully to avoid strain relaxation and Ge out-

diffusion into the channel layer. Optimal thickness of strained Si channel for a given amount of strain

needs to be thick enough to allow such process window against Si consumption and Ge out-diffusion,

and thin enough to prevent random nucleation and propagation of dislocation defects. In addition,

geometric effects and interaction with process-related stress have to be understood and controlled.

Understanding in this area is very limited at this time.

Doping diffusion in SiGe affects device design. While the well-known suppression of boron diffusion

in SiGe is beneficial to the formation of abrupt junction in strained Si PFETs, arsenic diffusion in SiGe is

significantly enhanced in comparison to that in Si [23,41]. In device design to control short-channel

effects, such difference must be taken into account for the proper design of junction depth, overlap

capacitance, and VT. SiGe also interacts with silicide formation. For the cobalt salicide process, Ge

hinders transition to the low-resistivity disilicide phase. When a typical cobalt silicide process is used on

SiGe, a rough cobalt germano-silicide film can result with ten times higher sheet resistance. Alternative

material or integration schemes, such as raised source drain as in Figure 18.3 [17], are required to

achieve acceptable salicide properties.

18.6 Summary

Strained Si MOSFET is a case example of how Si–SiGe heterostructure can make direct and significant

impact on today’s Si device technology, following the success of SiGe HBTs. Significant challenges

remain before the realization of a manufacturable strained Si CMOS technology, but the potential of

geometric scaling-independent performance enhancement provides a strong motivation. One interest-

ing application is a combination of strained Si and high-k dielectrics. Strain can be used to recover the

mobility degraded in devices with high-k dielectrics [42,43], combining the advantage of strained Si with

gate leakage reduction in high-k gate dielectrics. As CMOS scaling continues on, such material

innovations that can complement geometric scaling and enable performance boost will play an increas-

ingly important role in Si technology.
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19.1 Introduction

Over the past 40 years [1–7], to improve MOSFET performance, strain introduced via biaxial tensile

stress using a Si–SiGe heterostructure has received substantial attention. Little attention, however, has

been paid to uniaxial stress created via heterostructures [8]. Both biaxial and uniaxial stress offer large

enhanced electron and hole mobility and great potential to continue Moore’s law when conventional

scaling slows. Since biaxial tensile stress introduces advantageous strain for both n- and p-type

MOSFETs, it has potential importance to CMOS logic technologies. However, biaxial stress has not

yet been adopted into high-volume manufacturing due to cost and integration complexity. The use of

uniaxial stress for CMOS logic is not without its own complexities, as will be described in Chapter 21,

but has been adopted at the 90 nm technology generation [8–10] including heteroepitaxy introduced for

the first time in commercial CMOS chips.

This chapter summarizes and quantitatively explains some advantageous electrical characteristics for

uniaxial (as compared to biaxial) in-plane stressed MOSFETs fabricated on conventional (0 0 1) wafers.

These advantages originate because of (i) favorable uniaxial stress-induced valence band warping and

(ii) the often unrecognized benefit of straining both the gate and Si channel with process strain versus

just the Si channel with wafer substrate strain. Using the Luttinger–Kohn [11,12] and Bir–Pikus [13,14]

strain Hamiltonian, and Herring and Vogt deformation potential theory [15], three key advantages

observed in the uniaxial stress experimental data are explained: large hole mobility enhancement at low

stress and high vertical electric field and a small n-channel threshold voltage shift.

The hole mobility enhancement is experimentally observed to reduce to near zero at high vertical

fields for biaxial stress but is maintained for uniaxial stress. Band curvature calculations show this can be

explained by the relative magnitude of the out-of-plane light and heavy hole conductivity effective

masses. For biaxial stress, smaller light than heavy hole mass reduces the strain-induced band splitting at

high vertical field (lattice strain is ‘‘canceled’’ by surface confinement band splitting [16]). For uniaxial

strain, the larger out-of-plane light than heavy hole mass increases the band splitting at high vertical

fields (strain and surface confinement splitting is ‘‘additive’’). Second, the technologically important

question of why uniaxial stress hole mobility enhancement is present at low strain (and not present for
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biaxial) is shown to result from more favorable band warping. In-plane effective mass calculations show

that the light hole mass is 50% smaller for uniaxial than biaxial stress. Finally, for biaxial stress, the

undesirably large n-channel threshold voltage shift [2,17,18] is shown to be due to two effects. The first

effect is differences in the gate and Si channel electron affinity. The difference arises since uniaxial

process strain is present in both the nþ poly-Si gate and Si channel while biaxial stress introduced via the

substrate only strains the Si channel. The second effect is strain-induced bandgap narrowing [19], which

is larger for biaxial than uniaxial tensile stress.

This chapter is organized as follows: Section 19.2 briefly covers how uniaxial stress is created in the

CMOS transistor structure. Section 21 quantifies the key electrical differences for uniaxial versus biaxial

stress. Chapter 21 describes the industry examples for uniaxial stressed Si in nanoscale CMOS logic

technologies.

19.2 Uniaxial Strained Silicon

There are several ways to introduce uniaxial stress into the Si lattice: a tensile or compressive capping

layer over the device [20,21], high-stress shallow-trench isolation fill [22], or heteroepitaxy in the source

and drain of nanoscale transistors [1,6–10,23]. Heteroepitaxy offers the greatest potential due to the

ability to create large strain. A schematic diagram of heteroepitaxy is shown in Figure 19.1 for

the recently proposed uniaxial stress (a) and conventional biaxial stress (b) [8–10] device structures.

For the case shown in Figure 19.1a, Si1�XGeX in the source–drain creates uniaxial compressive stress in

the silicon channel in the direction of current flow. Alternately, Si1�Y CY in the source and drain would

create tensile stress in the silicon channel. The mismatch strain is given by

«mismatch ¼
asub � afilm

afilm

(19:1)

where asub and afilm are the lattice constants of the substrate and heteroepitaxy film, respectively the

stress in the layer is given by

so ¼ �2g
n þ 1

n � 1
«mismatch (19:2)

where g is the shear modulus of elasticity and n is Poisson’s ratio.

A key technology question is how much strain can be introduced into the silicon channel by

heteroepitaxy in the source and drain. Direct physical measurement of the side-induced uniaxial channel

stress is difficult since the strain depends on channel length and is only present in the small nanoscale

devices. At present, three-dimensional finite element simulations are the best-known method for

Si1−xGex

Si1−xCx

Si1−yGey

Si1−xGex

Si

Si

P-channel

(a) Uniaxial stress (b) Biaxial stress

σ
σ

N or P-channel

Si
Classic papers:
Fitzgerald (1991),
Welser (1994),
Rim (1998),
Hoyt (2002)

σ

FIGURE 19.1 Device structures for uniaxial and biaxial stress.
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quantifying the channel stress in small devices. Using FLOOPs [24,25] three-dimensional finite element

analysis, for Si0.83Ge0.17 on a Si substrate [8–10], 1.4 GPa of compressive stress is introduced into the

Si0.83Ge0.17 layer. This creates �500 MPa of uniaxial compressive stress in the 45-nm gate length

MOSFET channel [26]. A TEM micrograph of a 45-nm p-channel MOSFET is shown in Figure 19.2,

which will be described in Chapter 21 [10].

19.3 Electrical Properties: Uniaxial versus Biaxial
Stressed Silicon

To understand the electrical differences between uniaxial and biaxial stressed Si MOSFETs, it is required

to formulate how strain changes the position and shape of the energy bands. The classic papers on this

subject can be found in the references [11–15,27–31]. The topic of strain on electronic states is broad so

this discussion will be restricted to the technologically important biaxial and uniaxial stressed Si

MOSFETs on (0 0 1) wafers and h1 1 0i channel orientation (the dominant orientation used by the

microelectronics industry). Figure 19.3 lists the key properties for one and two axis stresses. As a note,

stress and strain are often confused. Stress is the force per unit area. Strain is the resulting deformation of

the lattice. For uniaxial tensile stress, strain is present in all three directions (see Figure 19.3), with the

sideways contraction (direction perpendicular to the stress) given by Poisson’s ratio (n). For a good

review of these concepts, see Ref. [32]. Due to space considerations, derivations for most statements

cannot be given but are cited in references.

The change in electronic states due to strain starts with a strain Hamiltonian proposed by Luttinger–

Kohn [11,12] and Bir–Pikus [13,14]. To evaluate the strain Hamiltonian, the strain tensor is equivalently

decomposed into three matrices («ij ¼ «ij
trace þ «ij

shear�100 þ «ij
shear�111): a diagonal hydrostatic strain

matrix with trace Tr(e) ¼ «x þ «y þ «z which is identical to the fractional change of the volume, dV/V

¼ «x þ «y þ «z, and two traceless matrices that represent shear strain created by stress along h1 0 0i and

h1 1 1i, respectively:

«trace
ij ¼ 1

3

«xx þ «yy þ «zz 0 0

0 «xx þ «yy þ «zz 0

0 0 «xx þ «yy þ «zz

2
4

3
5 (19:3)

45nm

Si1−xGex

p-type

Thompson, Elec. Dev. Lett. 1994.

FIGURE 19.2 TEM micrograph

of 45 nm transistors with uniaxial

stress.
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e3 = − ne1 

e = e1 = e2

2(1−2n)

1−n

1.22e

e

FIGURE 19.3 Relationships for uniaxial and biaxial stress.
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«shear�100
ij þ «shear�111

ij ¼ 1

3

2«xx � («yy þ «zz) 0 0

0 2«yy � («zz þ «xx) 0

0 0 2«zz � («xx þ «yy)

2
4

3
5

þ
0 «xy «xz

«xy 0 «yz

«xz «yz 0

2
4

3
5 (19:4)

This decomposition simplifies the evaluation of the Hamiltonian. The effect of hydrostatic and shear

strains on the electronic states is different [33]. From simple symmetry arguments, hydrostatic strain

maintains the same symmetry, therefore, only shifts the energy position of the bands (changes the

bandgap and electron affinity but does not split the degeneracy). Shear strain removes symmetry, and

thus, splits degenerate states in the conduction and valence bands. Also, as pointed out by Herring and

Vogt in 1955 [15] and still valid today [31], the experimental error in determining the hydrostatic energy

shifts is large while the error in determining the shear splitting is small.

Deformation potential theory (first proposed by Bardeen and Shockley [34] and then modified for

indirect many-valley semiconductors (Si,Ge) by Herring and Vogt [15]) expresses the conduction band

edge shifts and splitting as a function of strain. For the valence band, Pikus and Bir developed analytical

expressions for energy levels and effective mass near k ¼ 0 using perturbation theory and the strain

Hamiltonian [13,14]. The band edge shifts are given by

Ehh; Elh ¼ a(«x þ «y þ «z)�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2(«x � «z)2 þ d2«2

xy

q
(19:5)

DEc ¼
D2 ¼ (Jd þJu=3)(«x þ «y þ «z)þ (2=3)Ju(«z � «x) (19:6)

D4 ¼ (Jd þJu=3)(«x þ «y þ «z)� (1=3)Ju(«z � «x) (19:7)

�

where Ehh, Elh, D2, D4 are the heavy and light hole valence bands and two-fold and four-fold conduction

band edge states, and the relationship «x ¼ «y 6¼ «z is used for simplification. The terms Jd þ (1/3)Ju

in Equation 19.6 and Equation 19.7 (called E1 by Bardeen and Shockley [34]) and a are the hydrostatic

deformation potentials for the conduction and valence bands, respectively. Ju, b, and d (needed for h1 1

0i stress since «xy is nonzero) are shear deformation potentials.

As seen from Equation 19.5 to Equation 19.7, the hydrostatic term shifts while the shear term splits

the valence and conduction band states. It is the shear term that modulates conductivity and mobility.

The shear deformation potentials are well known with good accuracy from piezoresistance measure-

ments (Ju ¼ 9.16, b ¼ �2.35, and d ¼ 5.0) [15]. The hydrostatic deformation potential affects

important electronic properties such as energy gap and electron affinity. However, the hydrostatic

deformation cannot be directly measured and a very wide range of values from �2 to ��10.7 have

been reported [31]. Some optical experimental techniques can directly measure differences in the

conduction and valence band deformation potential, which reduces the uncertainty for strain-induced

bandgap narrowing. However, at present, there is still large uncertainty in the electron affinity of

strained Si. This uncertainty (as will be shown in section ‘‘Strain-induced n-Channel MOSFET Thresh-

old Voltage Shift’’) makes it difficult to calculate the threshold voltage shift for biaxial strained Si

MOSFETs.

The shape of the energy bands determines the effective mass. Neglecting spin–orbit coupling,

analytical expression for in-plane and out-of-plane effective mass is given by Hensel and Feher [28]

and Chao and Chuang [27] at k ¼ 0,

m*
hh,?
m0

¼ 1

g1 � 2g2

,
m*

lh,?
m0

¼ 1

g1 þ 2g2

,
m*

hh,k
m0

¼ 1

g1 þ g2

,
m*

lh,k
m0

¼ 1

g1 � g2

(19:8)
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where g1 and g2 are material band parameters in the Kohn–Luttinger strain Hamiltonian. The above

results are for biaxial stress but similar results are obtained by Hensel and Feher for uniaxial stress along

h1 1 0i (by swapping k with ? in Equation 19.8 and replacing the A, B, and C band parameters with the

Kohn–Luttinger parameters [28]). Including spin–orbit coupling, Chao and Chuang [27] have derived

expressions at k ¼ 0. As a note of caution, the effective mass at k ¼ 0 should only be used as a guide.

The valence band is not a parabolic function of k, hence the effective mass is not constant. The effective

mass can be determined at higher k by diagonalizing the 6 � 6 strain Hamiltonian. Within this band

shift and effective mass description, we now review the current understanding of uniaxial and biaxial

stress on MOSFETs.

Strain-Induced Hole Mobility Enhancement versus Vertical Electric Field

One of the biggest differences for biaxial tensile and uniaxial compressive stressed p-channel MOSFETs

is the field dependence of the mobility enhancement. The hole mobility enhancement at large vertical

fields is important in nanoscale CMOS since aggressive gate oxide scaling has dramatically increased the

oxide field to about 5 MV/cm and silicon inversion effective vertical field (EEFF) to greater than 1 MV/cm

[35]. For uniaxial stress introduced by Si1�xGex in the source and drain, the hole mobility for a 45 nm

gate length transistor increases 50% as shown in Figure 19.4 [8]. An important observation in Figure

19.4 is that the uniaxial stress hole mobility enhancement is present at large vertical fields unlike that of

biaxial stress [8,26]. This important feature will now be discussed in more detail.

Figure 19.5 summarizes what is known about the hole band structure for unstrained and strained Si.

The valence bands are plotted in the in-plane direction of the MOSFET channel [36]. For the unstrained

lattice, the valence bands are degenerate and are the primary reason for the low bulk hole mobility. The

unstrained valence band structure consists of a degenerate heavy hole and light hole band at k ¼ 0 and a

slightly offset spin–orbit split-off band. The large valence band degeneracy is undesirable and creates an

opportunity for larger hole than electron mobility enhancement [7].

An important factor in the field dependence of the mobility is how the stress-induced light to heavy

hole band separation changes with surface confinement (triangular surface potential setup by the

MOSFET vertical field). Uniaxial compressive and biaxial tensile stress cause a similar magnitude

separation in the light to heavy hole band at k ¼ 0 as calculated from Equation 19.5 to Equation

19.7 [37]. Hole mobility enhancement can result when additional holes populate the ‘‘light hole like’’

band [13,14,16,38] since it potentially has lower conductivity effective mass. However, the situation, as

will be shown in the next section, is more complex due to band warping.
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For biaxial tensile stress, the reduction in hole mobility enhancement with vertical electric field is

caused by surface confinement [16]. Fischetti showed numerically that the strain-induced separation

between the light and heavy hole bands decreases at high vertical field. The reduced splitting can be

understood from the difference in the light and heavy hole out-of-plane effective mass (Equation 19.8).

The out-of-plane mass along with surface confinement shifts the energy levels as shown by Stern [39]

and qualitatively in Figure 19.6. The energy level shift for the light and heavy hole bands can be

approximated by

Ej ¼
2hqEs

4
ffiffiffiffiffiffiffiffi
2mz

p j þ 3

4

� �� �2=3

, j ¼ 0, 1, 2, . . . (19:9)

where Es is the vertical electric field in the silicon. The important observation from Equation 19.9 is a

band with a low out-of-plane effective mass (m?) will shift and become depopulated with increasing

vertical field. Biaxial stress is known to have a low out-of-plane effective mass for the light hole band

[31,40]. Thus, the biaxial strain-induced band splitting (DLH–HH in Figure 19.5) will decrease (‘‘be

canceled’’) with vertical field.

The physical origin for the favorable uniaxial stress mobility enhancement at high field results from

the same mechanism [41]. For uniaxial stress, due to favorable band warping, the surface confinement

increases the band splitting. This can be quantified by solving for the out-of-plane conductivity mass

using the Hensel–Feher formulation [28,42] and band parameters extracted from cyclotron resonance

data [28,42]. The results show that the out-of-plane light hole mass is larger than the heavy hole mass

(opposite to the biaxial case). The out-of-plane effective masses are quantitatively shown in Figure 19.6

near k ¼ 0 along with a qualitative energy versus k plot. Thus for uniaxial strain, the out-of-plane mass

relation mlh > mhh increases the splitting and further populates the light hole band, which helps

maintain the high vertical field mobility enhancement.

Finally, not all biaxial stress shows the loss of high-field hole mobility enhancement, as is the case with

biaxial compressive stress [16]. This result can be understood from Equation 19.5 since compressive

strain removes the valence band degeneracy by shifting the heavy hole band to higher energy (as opposed

to light hole). Since holes already primarily populate the heavy hole band, the vertical electric field does

not cause a light to heavy hole repopulation due to surface confinement. However, biaxial compressive

stress is less interesting since the maximum hole mobility enhancement is less [16].

Heavy
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Light holes
k

(a) Unstrained
(b) Stressed
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k <110>
LH-HH∆

ELight
holes like

Longitudinal in-plane direction

FIGURE 19.5 Simplified hole valence band structure for longitudinal in-plane directions: (a) unstrained and

(b) strained Si.
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Hole Mobility Enhancement at Low Strain

The next important question is why biaxial tensile versus uniaxial compressive stress hole mobility

enhancement is different at low strain. At low strain, biaxial stress shows little if any mobility enhance-

ment [2] versus large uniaxial stress-induced mobility improvement [8]. Band warping is again

responsible for this effect. Band warping leads to more favorable curvature [37] and population in k

space [41] for uniaxial than biaxial stress. In the low-strain region, the well-studied piezoresistance effect

in Si can be used to determine how bands warp and repopulate with strain. Piezoresistance coefficients

are valid for strain less than approximately 250 to 500 MPa, where the piezoresistance varies linearly with

strain. Yamada et al. found the nonlinearity in the piezoresistance to be small (�1% for longitudinal

compression) up to 250 MPa [43]. For this discussion, we assume industry standard Si wafers with (0 0

1) surface and wafer notch on the [1 1 0] axis. The effect of mechanical stress on the mobility can then be

expressed as follows:

Dm

m
� pkTk þ p?T?
�� �� (19:10)

where the subscripts k and ? refer to the directions parallel and transverse to the current flow in the

plane of the MOSFETs. Tk and T? are the longitudinal and transverse stresses, and pk and p? are the

piezoresistance coefficients expressed in Pa�1. The pk and p? can be expressed in terms of the three

fundamental cubic piezoresistance coefficients p11, p12, and p44.

For the case of the technologically important (0 0 1) wafer, the longitudinal and transverse piezo-

resistance coefficients for the standard layouts are given in Figure 19.7. For simplicity, we use the bulk

values for p11, p12, and p44 first measured 50 years ago by Smith [44], though technically piezoresistance

coefficients should take into account the two-dimensional nature of transport in the MOSFET and

depend on temperature, gate voltage, and doping [45,46]. Using the bulk coefficients, pk and p? are

calculated in Figure 19.7 and the following can be concluded.

Both biaxial tensile and uniaxial compressive stress split and repopulate the light and heavy hole

bands by similar amounts [37]. However, the enhanced mobility as calculated from Equation 19.10

and plotted in Figure 19.8 shows large differences for biaxial versus uniaxial stress. For biaxial stress,
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FIGURE 19.6 Simplified hole valence band structure for out-of-plane directions: (a) unstrained and (b) biaxial

strained Si, and (c) uniaxial strained Si.
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the negligible mobility improvement in the low-strain regime results from the low p12 coefficients �1.1

(compared to 71.8 � 10�12 cm2 dyn�1 for uniaxial stress).

The results in Figure 19.8 can be understood by realizing how biaxial and uniaxial stresses warp the

bands causing changes in the in-plane conductivity mass. The strain-altered in-plane effective masses are

calculated from the Luttinger–Kohn and Bir–Pikus 6� 6 strain Hamiltonian for the p3/2 [27]. The results

for biaxial and uniaxial stress near k ¼ 0 are summarized in Figure 19.9. In Figure 19.9, the uniaxial

stress-altered light hole in-plane conductivity mass is 50% smaller than for biaxial stress [37].

In summary, similar to the out-of-plane effective mass, biaxial stress band warping causes less

desirable in-plane mass. For biaxial stress, the ‘‘light’’ hole mass is actually slightly larger than the

heavy hole mass. Thus, repopulation creates a slight negative resistance which is in good agreement with

the slight negative piezoresistance coefficient and the biaxial MOSFET data at low Ge concentration (see

Figure 19.8 and Ref. [2]). Biaxial stress can enhance the hole mobility at high Ge concentration and

strain since large band splitting reduces interband scattering [16]. However, high strain is more difficult

to integrate since it requires additional reduction to the midsection thermal cycles to avoid strain

relaxation.

Strain-Induced n-Channel MOSFET Threshold Voltage Shift

Biaxial and uniaxial stress-enhanced electron mobility is better understood and results from conduct-

ivity effective mass improvement due to increased electron concentration in the D2 valleys (Equation

19.6) and reduced intervalley scattering [47]. However, less attention has been paid to strain-induced

�� ��
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FIGURE 19.7 Longitudinal and transverse piezoresistance coefficients evaluated for standard layout and wafer
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threshold voltage shifts. Recent literature [2,17–19] suggests that large threshold voltage shifts occur for

biaxial stressed n-channel MOSFETs, while much smaller shifts are observed for uniaxial tensile stress

[8,10,26]. Large threshold voltage shifts are undesirable for high-performance logic transistors since it

increases off-state leakage or if retargeted by increasing the well doping degrades mobility and subthres-

hold slope [19].

There is some confusion over the exact origin of the threshold voltage shift but changes in the electron

affinity and strain-induced bandgap narrowing are key contributors [48]. These two effects can be

quantified using Equation 19.5 to Equation 19.7 following an approach used by Van de Walle and

Martin [49,50] and People [30] for biaxial stressed heterostructures. Figure 19.10 plots the conduction

and valence band edge versus strain for longitudinal uniaxial and biaxial tensile stress. For simplicity, a

MOSFET with h1 0 0i channel orientation is chosen but the results are similar for h1 1 0i devices. The

strain-induced bandgap narrowing is �3� less for uniaxial stress (see Figure 19.10). In the bandgap

narrowing calculations, it is necessary to include spin–orbit coupling [51], which causes the light hole

band shift to be approximately twice as large as the heavy hole shift.

The conduction band edge shift also gives the change in the electron affinity, which is simply the shift

in the D2 valleys. The decrease in D2 valleys produces a large negative (lower) threshold voltage shift

directly proportional to the shift in D2 [48] (providing no electron affinity change in the gate which is

the case for biaxial stress). Using the range of reported hydrostatic deformation potential, 2 to �10.7 eV,

and Equation 19.6, approximately �100 to �400 mV threshold voltage shifts occur for 1% biaxial strain,

respectively, which negatively affects performance.

As a final note in this uniaxial versus biaxial comparison, longitudinal uniaxial tensile stress is chosen

since this type of stress is widely adopted in 90-nm logic technologies [8,26] (as will be discussed in

Chapter 21). Since the implementation of uniaxial stress with a capping layer also strains the nþ gate, the

electron affinity change has no effect on the threshold voltage. Thus, the threshold voltage shift for

uniaxial stress is smaller and dominated by bandgap narrowing, which is also smaller compare to biaxial

stress. However, the significantly less bandgap narrowing for uniaxial tensile stress in the n-channel

MOSFET comes at a price since it results from the heavy hole band shifting up. This is undesirable for
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FIGURE 19.9 Effective mass calculated from the Luttinger–Kohn and Bir–Pikus 6 � 6 strain Hamiltonian to

illustrate quantitatively how uniaxial compressive and biaxial tensile stress alter the valence band structure.
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hole transport; p-channel MOSFETs would be significantly degraded if nothing was changed to

compensate for the tensile stress in the p-channel transistor.

19.4 Summary

Both biaxial and uniaxial stress provide significant enhanced mobility to improve MOSFET perform-

ance. Using the strain Hamiltonian, equations are given for the conduction and valence band edge shifts,

which explain the differences observed in biaxial and uniaxial stressed nanoscale MOSFETs. The key

advantage for biaxial stress is that both hole and electron mobilities can be enhanced for the same strain.

The key advantages of uniaxial stress are larger hole mobility enhancement at low strain, mobility

enhancement at high vertical electric field, and less n-channel threshold voltage shift due to less bandgap

narrowing and the nþ gate also strained.
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20.1 Introduction

Since the earlier chapters have provided excellent overviews of the materials and bandstructure issues of

SiGe, in this chapter we will focus on their application in heterostructure FETs (HFETs). We will briefly

discuss the transport issues of SiGe and SiGeC alloys that are relevant to HFETs. Then will discuss their

applications in buried- and surface-channel HFETs, with an emphasis on pHFETs. We will conclude by

briefly describing the vertical HFETs and implications for n-channel devices and CMOS.

20.2 Bandstructure and Transport

The main motivation for grafting Ge and C onto Si technology is that the use of such heterostructures

enables one to do ‘‘bandgap’’ and ‘‘strain’’ engineering to achieve enhanced transport properties [1–5].

Seminal work in this area was done by Meyerson and his group at IBM [1]. There is initially a gradual

decrease of the bandgap with increasing Ge mole fraction x as the valleys in unstrained Si1�xGex are

lowered, but the overall bandstructure remains Si-like. For higher Ge mole fractions above �0.85, there

is a more rapid decrease of the energy gap with x, corresponding to the L-valleys decreasing more rapidly

with x, and the bandstructure of Si1�xGex becomes Ge-like. In the presence of biaxial compressive strain

of a Si1�xGex layer grown on a Si substrate, the six-fold degeneracy of the conduction band (for low x,

where the bands are still Si-like) is broken into lower energy four ‘‘in-plane’’ valleys, and higher energy

valleys in the growth direction. Similarly, the degeneracy in the valence band is also split, and the heavy

hole band is lifted relative to the light hole band (Figure 20.1) [6]. The bandgap in compressively

strained Si1�xGex grown on an Si substrate is reduced compared to the bulk, unstrained system, and is

determined by the transition from the heavy hole (HH) to the fourfold in-plane degenerate conduction

bands D [4,7]. For this case, one has a Type I band alignment where most of the band discontinuity is in

the valence band, and DEc ffi 0. This results in effective hole confinement in the Si1�xGex layer, but no

electron confinement [8].

Because of the warped nature of the spheres in the valence band, according to the Luttinger–Kohn

parameters, the heavy hole band actually presents a lower in-plane effective mass than the light hole
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band. There is, thus, an increase of the in-plane hole mobility, which is attractive for pHFETs (Figure

20.2) [6,9]. There are additional strain-related factors such as the lifting of the degeneracy between heavy

and light holes, which reduces inter-subband scattering. On the other hand, several factors reduce the

mobility. These include alloy scattering in random Si1�xGex alloys. If there are misfit dislocations

generated in these strained heterolayers, there can be dislocation scattering. Finally, for in-plane

transport, there can be surface roughness scattering at the heterointerfaces, where strain and surface

free energies play a role in the morphology of the heterointerface.

Obviously, for ultrasmall HFETs the mobility alone (especially low field m) is not the only important

parameter, which determines speed and drive current. The saturation drift velocity, VSAT, and velocity

overshoot can have a big impact on performance [10,11]. Although the VSAT is slightly higher in strained

Si1�xGex than in bulk Si the enhancement is not very dramatic. In spite of this, there are significant

advantages from a device point of view by increasing mobility. That is because VSAT is achieved at a

lower field in Si1�xGex than in Si, i.e., carriers would travel at VSAT over a longer portion of the channel

in Si1�xGex devices than in Si. In such heterostructures, it is also possible to do ‘‘modulation doping’’ to

increase carrier mobilities further in MODFETs. For example, if the acceptors are introduced only in Si,

the holes would spill over to the adjacent Si1�xGex layers if the layers are sufficiently thin. Then for

in-plane transport, the holes would not undergo ionized impurity scattering.

For strained Si1�xGex channel HFETs or MODFETs [12,13], the critical device parameters can be

identified by first examining the drain current expression in a long-channel MOSFET,

IDSAT ¼
W

L

mCOX

2
VG � VT½ �2 (20:1)

where W and L are the width and length, m is the effective channel mobility, COX, the gate dielectric

capacitance per unit area, is the ratio of the dielectric constant over the gate oxide thickness (¼ «OX/tOX),

VT is the threshold voltage, and VG and VD are the gate and drain biases, respectively. As discussed

earlier, the attraction of introducing strained Si1�x–yGexCy channels in HFETs or modulation-doped

layers in MODFETs is the increase of m [10–13]. In a short-channel MOSFET, because of the high
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FIGURE 20.1 (a) Valence bandstructure in Si1�xGex with compressive strain. The heavy hole band is occupied.

The deformation increases the curvature of the heavy hole (HH) band, and increases hole mobility. (b) With

increasing Ge mole fraction (compressive strain), the degeneracies in the conduction and valence band are broken, as

shown.
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longitudinal electric field along the channel, the carriers tend to travel at the saturation drift velocity,

VSAT, over a large fraction of the channel. Here the drain current is given by

IDSAT ¼ WCOX VG � VT½ �VSAT (20:2)

rather than the expression in Equation 20.1. In that case the benefits of using Si–Ge alloys in the channel

are a little less clear because VSAT is very similar in Si and these alloys. However, a higher m still helps

somewhat because the carriers then attain VSAT earlier on in the channel where the channel is not yet

pinched off.

More interesting is another viewpoint of drain current limitation in extremely short channel, ‘‘quasi-

ballistic’’ MOSFETs [14]. In this ‘‘scattering’’ picture, based on the so-called Landauer–Buttiker formal-

ism for transport in mesoscopic systems, the drain current in such devices is limited by carrier injection

from the source across the source–channel potential barrier, rather than velocity saturation in the pinch-

off region near the drain.

0.0

ND = 1017 ND = 1018

ND = 1020ND = 1019

0.0

200

400

600

800

0.1 0.2 0.3

0.0 0.1 0.2 0.3

0.0 0.1 0.2 0.3

0.0
Ge content(a)

D
rif

t m
ob

ili
ty

 (
cm

2 /
(V

s)
)

0.1 0.2 0.3

200

100

0

200

100

0

200

300

100

0

0.0

103

104

0.2 0.4 0.6 0.8 1.0

No alloy
scattering

Alloy
scattering

Ge mole fraction(b)

H
ol

e 
m

ob
ili

ty
 (

cm
2  

/ V
s) mll

mll

ml−

ml−
3

4
5
6
7
8
9

3

2

3

2

4
5
6
7
8
9

0.0(c) 0.2 0.4 0.6 0.8 1.0

No alloy scattering

Alloy scattering

E
le

ct
ro

n 
m

ob
ili

ty
 (

10
3 

cm
2  

/ V
s)

mll

mll

ml−

ml−

0

1

2

3

Si1−x Gex on <001> Si 300 k

FIGURE 20.2 (a) Monte Carlo calculations of minority hole mobilities of Si1�xGex for four doping levels (in cm�3)
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IDSAT ¼ WCOXVth

1� r

1þ r

� �
VG � VT½ � (20:3)

where Vth is the thermal velocity of carriers in the source, and r is the reflection coefficient of carriers

at the source–channel barrier. Increasing the channel mobility in long-channel MOSFETs reduces the

reflection coefficient and should provide benefits in these very-short-channel alloy-based HFETs.

Unfortunately, there are other factors that complicate the drive current issue. Because of the fact that

it is difficult to grow a high-quality gate oxide on a high Ge content layer, it is necessary to have a thin Si

‘‘buffer’’ layer on top of the Si1�xGex channel to enable the growth or deposition of the gate dielectric.

The undoped Si buffer layer, however, is tantamount to adding to the gate dielectric thickness, resulting

in lower COX, and hence the drive current. Of course, m tends not to be degraded as much in such

structures as in surface channel devices due to surface roughness scattering. However, it is important

that the reduction of COX is more than compensated by the increase of m in such strained channel

HFETs. The buffer layer also determines the gate bias ‘‘window’’ where conduction is in the higher-

mobility buried strained channel, and not in the top Si cap layer.

Another design factor that is critical is the subthreshold slope that, in turn, determines the ratio of the

ON (or drive) current to the OFF (or leakage) current. It turns out that often for deep submicron devices, a

high drive current is less of a problem than achieving low leakage current. Here also, having a buffer layer

and buried-channel operation hurts one in terms of the ability to turn the channel OFF. In addition,

defects such as misfit dislocations in these heterolayers would also tend to increase the leakage current.

20.3 Buried Si1�xGex Channel pHFETs with Si Cap

Compressively strained Si1�xGex provides an avenue to improve hole mobility and thus increase pHFETs

drive current. The first report of enhanced mobility Si1�xGex pHFET was by Nayak et al. [12]. This was

subsequently validated by other groups, with reports as early as 1993 showing 90% mobility enhance-

ment for Si0.7Ge0.3 SIMOX HFETs over identical Si control devices. In 1995, Widener et al. [15] reported

70% mobility enhancement over Si at room temperature for Si0.8Ge0.2 pMOSFETs using a standard

0.6 mm technology process flow. They also reported a 20% drive current enhancement for these devices.

The Si1�xGex device is buried channel because a high-quality gate oxide cannot be grown on Si1�xGex ;

thus a Si cap has to be grown on top of the Si1�xGex to enable the growth of a thermal gate oxide (Figure

20.3) [16,17]. In order to maximize performance in buried-channel Si1�xGex pHFETs, the Si cap needs

to be as thin as possible, though there are trade-offs. Thicker Si caps degrade gate capacitance, but very

thin caps lead to increased surface roughness scattering [13].

Si0.9Ge0.1 pHFETs show that mobility-enhanced drive current as well as improved short-channel effects

can be achieved in buried-channel Si1�xGex pHFETs with an optimized Si cap and relatively modest

amounts of Ge (up to�20%) (Figure 20.4) [18,19]. The gate-to-channel inversion capacitance difference

for the Si0.9Ge0.1 and Si control devices results from the unconsumed Si cap layer in Si0.9Ge0.1 HFETs. The

inversion equivalent oxide thickness (EOT) is 4.6 and 5.0 nm for Si control and Si0.9Ge0.1, respectively,

including polydepletion and quantum-mechanical effects. The slightly higher inverse subthreshold slope

(SS) in the long-channel Si1�xGex HFET is due to buried-channel operation, but when LG < 0.2 mm, the SS

for Si and Si1�xGex is about the same due to the improved short-channel effects (SCE) in the Si1�xGex

devices. The improved SCE is due to the reduction of B diffusivity in Si1�xGex , from the source–drain

(S–D) regions. If the Si cap is completely consumed, then the gate–oxide interface reaches the Si0.9Ge0.1

layer, and a much higher SS is observed due to the poor gate–oxide interface quality.

The transistor IDS�VGS characteristics for LG ¼ 70 nm show that the turn-off characteristics are good

for both Si and Si1�xGex pHFETs (Figure 20.4a), with Ioff ¼ �25 nA/mm, and SS for Si and Si1�xGex

pHFETs are both �107 mV/dec. Si0.9Ge0.1 shows a slightly smaller DIBL, and this could be due to

shallower S–D junctions because of reduced B diffusivities in SiGe, that would lead to an increased

effective channel length. The p–n junction leakage level for Si0.9Ge0.1 device is only slightly higher

than the Si control, and more importantly, the OFF current at normal device operation condition
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(VGS ¼ 0 V, VDS ¼ �VDD) for Si0.9Ge0.1 device is about the same, or can be slightly lower than for the

Si control device if VT differences are normalized. The IDS�VDS characteristics for the LG ¼ 70 nm, as

seen in Figure 20.5b, show that Si0.9Ge0.1 has 17% higher drive current than Si even for such short-

channel lengths and modest Ge mole fractions, indicating that the improved long-channel mobility

translates to better source injection of carriers into the channel.

The linear VT (defined by IDS�VGS curve at VDS ¼ �100 mV, extrapolated to zero from maximum

transconductance, Gm, point) as a function of channel length shows minimal VT roll-off for both Si and

Si0.9Ge0.1 devices. The VT for Si0.9Ge0.1 is about 90 mV lower than for Si. This is due to the valence band

offset between Si and Si0.9Ge0.1 [20,21]. X-ray diffraction (XRD) scans for Si0.9Ge0.1 before and after

processing show no shift of the Ge peak. This suggests that the Si0.9Ge0.1 channel is still under

compressive strain after processing. This is critical for strained Si1�xGex HFET integration since for

low Ge mole fractions the benefits of strained Si1�xGex channel HFET are lost once the Si1�xGex layer is

relaxed. These results show that modest amounts of Ge (10% to 20%) in Si1�xGex films can be used to

fabricate high-performance buried-channel pHFETs. By carefully engineering a triangular Ge profile in

Si1�xGex [22], and the Si cap in these devices, it is possible to fabricate buried-channel Si1�xGex pHFETs

that have higher drive currents than surface channel Si pMOSFETs [23]. Since the mobility of holes in Si

is lower than electrons, by using this approach, it is possible to obtain a more balanced CMOS process

than is currently achieved in conventional Si CMOS processes.

20.4 Strain-Compensated Si1�x�yGexCy Buried-Channel
pMOSFET

The first application of a partially strain-compensated ternary Si1�x�yGexCy alloy in a pHFET was by Ray

et al. [24]. Since C is smaller than both Si and Ge, it can introduce local tensile strain and compensate
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FIGURE 20.3 (a) pHFET structure with compressive Si1�xGex or partially strain compensated Si1�x�yGexCy

channel, Si cap and pþ source–drains. (b) The band diagram as a function of depth indicates that the holes will

be confined in the Si1�xGex or Si1�x�yGexCy layer due to the valence band offset, as long as we operate in a suitable

gate voltage operating window.
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the compressive strain introduced by Ge, leading to complete strain compensation at a Ge-to-C ratio of

8:1 [25,26]. Carbon seems to have a lesser impact on band structure than on strain. Thus, with ternary

Si1�x�yGexCy alloys, another degree of freedom is possible where C can, somewhat independently, adjust

the bandgap and strain to some extent, which is not possible with Si1�xGex alone. It also makes the

Si1�x�yGexCy layers more robust in terms of the allowable thermal budget during processing, and allows

higher levels of Ge incorporation.
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characteristics for LG ¼ 70 nm for Si0.9Ge0.1–SiO2 buried-channel pHFET. (c) Effective hole mobility versus field for

Si0.9Ge0.1–SiO2 buried-channel pHFET.
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Results for pHFETs with high (40%) Ge show that incorporation of dilute levels of C (1.5%) allows

the compressive strain to be retained much better than for the binary alloys, leading to higher drive

currents. The Si1�x�yGexCy pHFETs have higher drive current than both control Si and Si1�xGex devices

(Figure 20.5). This is believed to be due to the fact that for these high levels of Ge, C helps maintain the

compressive strain even after high-temperature device processing better than Si1�xGex alone. Carbon

also yields a smoother heterointerface as seen by atomic force microscopy, which improves channel

mobility compared to that in binary Si1�xGex alloys. The results showed that by partially compensating

the strain, it is possible to enhance mobility and drive currents for Si1�x�yGexCy pHFETS with high Ge

mole fractions. A key point is that for the range of Ge mole fractions studied, the optimal amount of

C depends on the amount of Ge in the Si1�x�yGexCy pMOSFETs, as well as the channel length. In

particular, for x ¼ 0.15 and y ¼ 0.006, there is mobility degradation, while for x ¼ 0.2 and y ¼ 0.007

there is enhanced drive current. Other results have also shown for higher amounts of Ge, an increased

amount of C can be used to enhance mobility and drive current. The conclusion that can be drawn from

these studies is that while C can be used to compensate strain, full strain-compensation is undesirable;

instead C should be used to relax thermal budget constraints while maintaining sufficient compressive

strain for mobility enhancement. Alloy scattering is especially critical for these ternary alloys because of

the high deformation potential for C in Si [27–29].

Obviously, there are trade-offs in terms of the Ge and C mole fractions and the strained channel

layer thickness in terms of how it impacts the allowable thermal budget [22,23]. An obvious extension

is to go to much higher Ge mole fractions up to 100% Ge where Fitzgerald’s group [30] has shown

dramatic enhancements of hole mobility. Perhaps Ge:C layers can be grown directly on Si, with-

out having to grow thick relaxed SiGe buffer layers, which present their own manufacturing and device

challenges.

20.5 Surface-Channel Si and Si1�xGex/High-k pHFETs

We have seen that by careful engineering of the sacrificial Si cap on Si1�xGex, which is required for a

high-quality thermal gate oxide, it is possible to obtain device performance enhancement in nanometer
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FIGURE 20.5 Si0.585Ge0.4C0.015 shows 55% drive current enhancement over bulk Si and 42% enhancement over

Si0.6Ge0.4; W/L ¼ 10/0.5 mm; tox ¼ 6 nm.
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scale buried-channel Si1�xGex and Si1�x�yGexCy pHFETs. An alternate approach is to remove the need

for the Si cap by using a deposited gate oxide, such as a high dielectric constant (high-k) gate dielectric,

thereby rendering a surface channel device [31,32]. This is particularly attractive for a Si1�xGex or pure

Ge channel because it avoids the problems of Ge segregation during thermal gate oxidation.

HfO2 is considered to be one of the most promising high-k gate dielectrics to replace SiO2 and achieve

lower leakage currents at a comparable EOT. With a deposited HfO2 gate dielectric replacing thermally

grown SiO2, SCE associated with buried-channel MOSFETs, and Si cap layer control challenges would

no longer exist. In addition, one could harness the benefits associated with having a high-k gate

dielectric, namely higher drive currents and lower off-state leakage currents. One drawback with HfO2

is that it causes channel mobility degradation. The use of a higher mobility channel layer could recover

some of this mobility and drive current degradation.

Compared to a Si–SiO2 pMOSFET, a Si–HfO2 pMOSFET exhibits a peak mobility degradation of

about 25%, and 12% degradation at Eeff ¼ 1 MV/cm (Figure 20.6a). However, the Si0.8Ge0.2 pHFET

channel mobility with high-k is significantly higher than the Si–SiO2 pMOSFET control sample,

maintaining a 30% mobility enhancement at Eeff ¼ 1 MV/cm. These results show that the use of a

compressively strained Si1�xGex channel can provide a means to overcome the mobility degradation on

Si caused by using HfO2 as a gate dielectric. This mobility enhancement enables a higher drive current,

even at channel lengths down to 180 nm.

Unfortunately, the subthreshold characteristics of such 180 nm devices (Figure 20.6b) show that while

the drain-induced barrier lowering (DIBL) is comparable for both Si0.8Ge0.2 and Si control devices, the

SS and junction leakage is significantly worse for Si0.8Ge0.2 pHFETs. The higher junction leakage may be

caused by the narrower bandgap in Si0.8Ge0.2 or defects such as misfit dislocations. The degraded SS,

105 mV/dec for the Si0.8Ge0.2 device versus 85 mV/dec for the Si device is indicative of a higher interface

trap density (DIT). This is probably due to the Si1�xGex–HfO2 having higher dangling bond density than

the Si–HfO2 interface. Another possibility is that Ge segregates out of the strained lattice and accumu-

lates at the Si1�xGex–HfO2 interface in a manner similar to the Si1�xGex–(Si/Ge)O2 case causing

increased DIT.
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FIGURE 20.6 (a) IDS–VGS characteristics for LG ¼ 180 nm for Si0.8Ge0.2–HfO2 pHFET.
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The significant difference in VT between the Si0.8Ge0.2 and Si devices (210 mV) can be attributed to

the bandgap difference between Si0.8Ge0.2 and Si. The bandgap difference is manifested mostly in the

valence band and for Ge mole fraction of 0.2 represents a 168 mV valence band offset. Finally, if Ge

is segregating to the surface during processing, as in the Si1�xGex–(Si/Ge)O2 case, this could represent

an increase in fixed negative oxide charge that would correspond to a further reduction in VT for the

Si0.8Ge0.2 device.
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FIGURE 20.6 (continued ) (b) Effective hole mobility versus effective field for Si0.8Ge0.2–HfO2 pHFET. (c) SS versus

channel length for the Si0.875Ge0.125 and Si0.8Ge0.2 samples compared to an epitaxial Si control device.

Cressler/Silicon Heterostructure Devices 66900_C020 Final Proof page 9 17.10.2007 11:27am Compositor Name: JGanesan

SiGe-Channel HFETs 20-9



There is an anomalous dependence of VT and SS on channel length, L, with HfO2 gate dielectrics

(Figure 20.6c). While VT becomes more positive with decreasing L, SS decreases with reduction in L. SS

changes from 144 to 105 mV/dec as the channel length decreased from 8 to 0.18 mm for the Si1�xGex

pHFETs, and 128 to 85 mV/dec for the Si pMOSFETs. These observations indicate that the longer

channel length devices must have an increased DIT and fixed oxide charges. There are reports that HfO2

may be impervious to H2 at the 4008C forming gas anneal temperature that was used for sintering. It is

possible that the diffusion of H2 during sintering occurs laterally from the contact holes along the

channel, rather than through the polysilicon gate and then through the HfO2, which can explain these

anomalous results in terms of SS dependence on L. For long-channel devices, a significant portion of the

channel would remain unsintered, as H2 would only diffuse into a small portion of the channel, thus

rendering devices with high SS.

20.6 n-Channel Devices for CMOS

We have so far focused on pHFETs in Si1�xGex channels. The rationale used here is that in CMOS, since

hole channel mobility is roughly 2.5 times lower than electron mobility, improving the PFET perform-

ance would enable a more balanced CMOS layout. However, while this is valid for static logic, in

dynamic CMOS, one uses a PFET to precharge the nodes, and the speed depends more on the pull-down

NFETs. Even for static CMOS, for many applications, one is often interested in improving the ratio of

(IDsat,n-ch þ IDsat,p-ch) over the sum of the OFF currents.

Unfortunately, the in-plane electron mobility decreases with compressive strain in Si1�xGex, for

modest Ge mole fractions; thus it would be expected that the NFET drive current would also decrease.

However, Yeo et al. [33] have shown that while this is the case for long-channel devices, as the channel

length is scaled below 0.4 mm, enhanced drive current is obtained in Si1�xGex NHFETs compared to

similarly processed Si control devices. They attributed this to the reduced scattering caused by conduc-

tion band splitting. They postulated that this reduced scattering would yield higher optical phonon-

limited carrier saturation velocity.

As the Ge mole fraction is increased, all the way to pure Ge, clearly the electron mobility in Si1�xGex or

Ge is higher than in Si [30]. Hence, it should lead to improvement of both p- and n-channel devices.

However, such high Ge mole fraction or pure Ge layers can currently only be grown defect-free on thick

relaxed SiGe buffer layers. However, the problems with such thick SiGe buffer layers (as with tensile strained

Si on SiGe relaxed buffers) include cost, manufacturability challenges, isolation issues with shallow-trench

isolation along the SiGe layers, lower thermal conductivity of the SiGe leading to self-heating effects in the

FETs, and threading dislocation propagation into the channel regions during device fabrication.

Perhaps a more palatable solution may be to avoid growing thick SiGe buffer layers, and instead use

the compressively strained thin Si1�xGex-on-Si channels only in the pHFET active regions (unfortu-

nately requiring selective epitaxy or etching). Clever ideas include a dual-channel CMOS concept

proposed by O’Neil and Antoniadis [34], where in the n-channel devices, conduction is in a Si channel

while in the PFETs it is in the Si1�xGex layer.

20.7 Vertical HFETs

Yet another solution that may prove to be attractive is to grow a thin, compressively strained Si1�xGex

channel directly on a Si substrate without requiring a thick SiGe relaxed buffer, etch mesas, and fabricate

vertical HFETs on the sidewalls of the Si1�xGex islands [35–39]. As shown in Figure 20.7, one can achieve

significant enhancement of drive currents over control Si PFETs. As seen, it is important for current

enhancement that the compressive strain be maintained which causes the splitting of the heavy and light

hole bands, leading to lower interband scattering. These FETs were on large mesas, leading to partially

depleted FETs with nonoptimized short-channel effects. However, it should be possible to achieve much

better DIBL using fully depleted FETs.
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In this case, it also leads to an enhancement of the n-channel drive current [38,39]. This is because, as

mentioned in Section 20.2, the four in-plane conduction band valleys are lowered in energy. While that

leads to an increase of in-plane electron effective mass, obviously it leads to a lower (transverse) out-of-

plane effective mass. This, along with a reduction of the f-type intervalley electron scattering, leads to an

improvement of electron mobility and NFET drive currents. Of course, vertical FETs pose their own

process integration challenges compared to planar devices.

20.8 Summary

As challenges to scaling continue to grow, it is prudent to examine nontraditional methods of improving

CMOS performance. Because hole mobility is lower than electron mobility in silicon, it would be

attractive to use materials that could enhance hole over electron mobility, and thus, provide a balanced

CMOS process that reduces the total area used for a circuit as well as improves its performance. This

chapter has presented results and discussion of buried-channel Si1�xGex, and Si1�x�yGexCy pHFETs. It

has been shown that with even modest amounts of Ge (10% to 20%), buried-channel Si1�xGex pHFETs

can be used in deeply scaled devices and provide performance enhancement over Si. For much higher

Ge mole fraction channels grown on Si without a SiGe buffer layer, partially strain-compensated

Si1�x�yGexCy may be a viable option. It may be possible that for higher amounts of Ge, up to pure

Ge, the increased hole and electron mobilities may enable improved pHFETs as well as NHFETs.

Experimental results presented in this chapter show that Si1�xGex�HfO2 surface channel pHFETs

provide a means to recover the mobility degradation that occurs in Si–HfO2 pMOSFETs. Vertical

HFETs are another intriguing device structure in our repertoire that should be considered. Unfortu-

nately, all these options have their pros and cons.
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21.1 Introduction

This chapter describes uniaxial strained Si and Si1�xGex heteroepitaxy introduced for the first time

at the 90 nm technology generation into high-volume manufacturing. For more than 30 years,

CMOS device technologies have improved at a dramatic rate due to dimension scaling. Scaling

the vertical and horizontal MOSFET dimension reduces channel resistance through increased inversion

charge and lower source to drain resistance, respectively. It is this unique property of higher perform-

ance and lower cost through dimension scaling that has established the MOSFET as the clearly dominant

solid-state device. The semiconductor and microelectronic industry has made remarkable and

nearly unprecedented progress during the last 30 years. During this time, the MOSFET gate length

scaled from 10 mm to 45 nm and now contains many features at the nanoscale. Figure 21.1 shows

the evolution pictorially with Lilenfield’s MOSFET concept, the first experimental transistor in 1947,

and the present day 45 nm transistor which incorporates Si1�xGex in the source and drain to strain the Si

channel [1–3].

Equally impressive are the improvements in cost and density made by the industry. For the 90 nm

technology generation, greater than 200 billion transistors are fabricated on a standard 300 mm wafer.

Hundreds of millions of transistors can be fabricated on a single chip with a manufacturing cost of only

a few dollars. Figure 21.2 shows the wafer size history for the semiconductor industry and the size of the

300 mm wafers now state-of-the-art for 90 nm technology manufacturing. Because of these massive

improvements in productivity, Gordon Moore observed that transistors are basically free [4].

The introduction of strained Si at the 90 nm technology generation with selective heteroepitaxy

represents a significant departure from the historical feature size scaling. This deviation from traditional

scaling is needed because conventional MOSFETs have reached some atomic-level limits. During

the early years of transistor scaling, Gordon Moore (in 1965) observed that the number of transistors

on a chip increased exponentially over time [5,6], which has become known as Moore’s Law. However,
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according to Moore himself, ‘‘no exponential is forever’’ [4]. Because of high off-state leakage, the

scaling limit for the planar MOSFET is approximately 20 nm. Planar MOSFETs as small as 10 nm have

been fabricated; however, they do not appear practical due to high leakage [7].

The undesirable off-state leakage results from many mechanisms with source-to-drain subthreshold

and gate tunneling current as the largest contributors. Aggressive gate oxide scaling during the last

30 years has resulted in a 1.2 nm physical oxide at the 90 nm generation [3], which is at the gate

tunneling leakage limit for SiO2. This is significant since some consider SiO2 (as opposed to the Si

channel) the foundation of the modern MOSFET. At present, high k gates are not ready for manufac-

turing due to degraded mobility [8] especially at low gate bias. Thus, the semiconductor industry needs

some other material change to continue MOSFET scaling. Starting at the 90 nm technology generation,

strained Si is one such material change which has been widely adopted [1–3,9]. At present, strained Si

offers performance gains much larger than any other new material options. Figure 21.3 plots the feature

size progress during the last 30 years and highlights the unprecedented number of new materials needed

to maintain historical improvements going forward.

FIGURE 21.1 History of transistor development.

FIGURE 21.2 History of production wafer size.
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This chapter is organized as follows. Section 21.2 describes a strained silicon process flow in

commercial production at the 90 nm logic technology generation. This section also shows the industry

power and leakage trends and justifies why new materials like strained Si are needed. Section 21.3 briefly

looks at the future of strained Si concepts and direction.

21.2 90 nm Strained Silicon Technology

Smith first measured the mobility enhancement through lattice strain of single-crystal silicon and

germanium in 1954 [10]. Since then p-type Si has found wide application in mechanical sensors.

However, until recently strain has not been incorporated into a production CMOS logic technology

for several reasons. First, for the last 30 years, gate oxide and shallow junction scaling obtained

adequate MOSFET improvement. Second, biaxial and uniaxal stress are difficult to integrate. The

difficulty with biaxial stress is that it is introduced early in the process flow before gate formation

requiring significant adjustments to lower the entire midsection thermal cycles. The difficulty with

uniaxial mechanical stress is failure to improve both n-type and p-type MOSFETs simultaneously.

Finally, heteroepitaxy processes are high-yield risk due to threading dislocations. In this section, the

strain silicon process flow used in a 90 nm CMOS logic technology is discussed along with yield and

process integration issues.

The unique advantage of this uniaxial stressed Si process flow is that (on the same wafer) compressive

strain is introduced into the p-type and tensile strain in the n-type MOSFETs to improve both the

electron and hole mobilities. The flow differs from past uniaxial stress work by introducing hetero-

epitaxy Si1�xGex in the p-channel source and drain. The use of heterojunctions in the p-channel

MOSFET has previously been proposed [11–16] for several reasons. Ozturk [14,15] first introduced

Si1�xGex into the source–drain for the purposes of higher boron activation and abrupt profile. Banerjee

[11,12,16] introduced strained Si1�xGex into the source and drain for bandgap engineering. These past

advantages are valid and provide some additional benefit in this work. However, heteroepitaxy in the

source and drain in nanoscale devices results in uniaxial Si channel stress, which can significantly

enhance the mobility.

Process Flow

Only slight modifications to a standard CMOS logic technology process flow are required to insert the

compressive strain into the p-type and tensile strain into the n-type MOSFETs.
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For uniaxial stress and assuming standard wafer and transistor orientation, lattice compression for

p-channel and tension for n-channel MOSFETs are needed for mobility enhancement. To fabricate

the strained Si, the process flow is nearly unchanged until after source–drain extension and spacer

formation. Postspacer etch, an Si recess etch is inserted followed by selective epitaxial Si1�xGex

deposition (Figure 21.4a). The silicon etch is blocked from n-channel devices and poly-Si gates. The

Si recess etch removes 100 nm vertically and 70 nm laterally from the p-channel source and drain.

The etch is intentionally targeted to laterally under cut the spacer to bring the Si1�xGex closer to the

channel. Fabricating the Si1�xGex closer to the channel has two benefits. First the channel stress is

increased for larger mobility enhancement. Second, and equally important, the external resistance is

reduced. However, stringent controls of the lateral etch are needed to maintain drive current and

performance uniformity across all structures [17]. Next, epitaxial Si1�xGex is grown in the source and

drain (Figure 21.4b). The Si1�xGex growth is targeted to be raised above the gate plan such that for

the first time raised source and drains are introduced at the 90 nm technology generation. Raising

the source and drains requires little extra cost or complexity during the Si1�xGex deposition but

offers significant improvement to the external resistance. As seen in the device cross section and

mentioned previously, the Si1�xGex is blocked from the poly-Si gates even though Si1�xGex gates

offer improved p-channel performance. The Si1�xGex is blocked from the poly-Si gate out of concern

for mushroom growth and degraded contact to gate design rule margin. The remaining process flow

is conventional except for the salicide (Figure 21.4c). Si1�xGex in the source and drain requires

extensive changes to the salicide since Ge inhibits the CoSi2 transition to the low-resistivity disilicide

phase [18]. To solve this problem, NiSi instead of CoSi2 is used. Nickel silicide requires extensive

changes since all formation and postformation process steps need to be less than 5008C.

After salicide formation, longitudinal uniaxial tensile strain is introduced into the n-type MOSFET by

engineering the tensile stress and thickness of the Si nitride-capping layer [19,20] present to support

unlanded contacts (Figure 21.4d). Stress-induced tensile capping films are widely adopted at the 90 nm

technology generation [1,2,9] and can improve n-channel device saturated drive current 10 to 15%

[1,9,19,20]. However, the tensile stress from the capping layer needs to be relaxed from the p-channel

device since it causes significant degradation [1,9,19,20]. There are several techniques to almost

completely neutralize the capping layer strain; one is the use of a Ge implant and masking layer [20].

FIGURE 21.4 Strained Si process flow.
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Raising the p-channel source and drain also reduces the negative effect of the tensile capping layer on the

p-MOSFET. At the 90 nm technology generation, the thickness of the capping layer is

approximately 80 nm and chosen as a balance between transistor performance and contact etch

integration requirements.

The use of (i) Si1�xGex in the p-channel source and drain, (ii) a tensile capping film, and (iii)

capping film strain relaxation off the p-MOSFET, allows independent targeting of the n- and p-type

MOSFET Si channel strain (by adjusting capping films stress for n-type and Ge source–drain concen-

tration for p-type). Also, the n- and p-channel stresses are predominantly uniaxial, which are desirable

since uniaxial stress offers many advantages in electrical performance over biaxial stress (see Chapter 19).

Strained Si Process Flow: Results and Discussion

TEM micrographs of 45 nm p- and n-type MOSFETs are shown in Figure 21.5, which are patterned with

193 nm lithography. At the 90 nm technology generation, 17% germanium concentration (Si0.83Ge0.17)

is used, which has a lattice spacing �1% larger than Si. The mismatch in the Si1�xGex to Si lattice

causes the smaller lattice constant Si channel to be under compressive strain. The tensile capping layers’

stress on the n-channel is more complicated. The capping layer introduces longitudinal tensile

and compressive out-of-plane (z) stress. Using Florida object oriented process simulator (FLOOPS)

three-dimensional finite element analysis [21,22], the channel stress is calculated for the n- and

p-channel MOSFETs. For the nominal 45 nm transistor used at the 90 nm technology generation,

�500 MPa of uniaxial longitudinal compressive stress is introduced into the p-channel MOSFET

in the inversion layer. Stress contours for the p-channel device are shown in Figure 21.6. For the

n-channel MOSFET, �300 MPa of longitudinal tensile and out-of-plane compressive stress is present

in the silicon inversion layer. Fortunately, both tensile longitudinal stress and out-of-plane compressive

stress raise the energies of the x and y conduction band valleys and lowers the energy of the z valleys.

Once the energy separation of the valleys is greater than kT, valley repopulation to the z valleys occurs.

The z valleys have the desirable low in-plane and high out-of-plane effective mass and enhance the

electron mobility.

As a point of comparison, the uniaxial stress process flow described here introduces significantly less n-

and p-channel stress compared to biaxial (�1 to 2 GPa) stress. For hole mobility enhancement the uniaxial

stress level is adequate since uniaxial stress offers much larger hole mobility enhancement (as compared to

biaxial stress) for reasons described in Chapter 19. Hole mobility enhancements greater than 50% occur in

the 90 nm generation strained Si process flow. Even higher hole mobility enhancements have been

demonstrated on experimental flows but have not yet been integrated into a production flow [23]. The

uniaxial stress electron mobility enhancement is significant at 20% [1–3] but less than the best reported

biaxial stressed n-channel MOSFETs. For short-channel devices, 10 and 25% improvements in the

saturated drive current are obtained for the n- and p-channel MOSFETs, respectively.

High stress film

n-type MOSFET

Si1−xGex Si1−xGex

45nm

p-type MOSFET 

FIGURE 21.5 Transistor cross section of 45 nm gate length strained Si transistors used at 90 nm technology

generation.
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Yield and Integration

New technology features used to introduce strained silicon (selective strained Si1�xGex and NiSi) all have

unique yield issues but can be resolved, leading to historical defect density trends. Introducing selective

heteroepitaxy has many yield risks: dislocations, loss of selectivity, and blocked Si1�xGex epitaxial

growth. Since a uniaxial strained silicon structure requires a thick strained Si1�xGex layer (�100 nm),

misfit dislocations in the strained-layer are a major concern. Three yield vehicles using 90 nm design

rules have been previously described: 52 Mbit CMOS SRAM [3] and two next generation microproces-

sors [1]. Figure 21.7 shows an SEM die photo of the SRAM and microprocessors. The SRAM contains

330 million transistors. Strained Si is fabricated on all transistors in the die including the transistors in

the 6T–SRAM cell. Strained silicon and nickel silicide can yield at historical levels as shown in Figure

21.8 [1]. The defect density trend for the 90 nm technology compares favorably to past technology nodes

with a two-year offset.

Perhaps the biggest yield risk for selective heteroepitaxy is dislocation in the strained layer. Thus for

any strained Si structure, it is important to have a device structure that can tolerate slip dislocations

without yield loss. Energy is required to form dislocations and this sets the slip system which is {1 1 1}

h1 1 0i for heteroepitaxial grown on (1 0 0) silicon [24]. For this system, the dominant type of misfit

dislocation is the so-called 608 dislocations that form 608 from the (1 0 0) plane (h1 1 0i dislocation-line

direction). An example is shown in Figure 21.9 obtained from a 90 nm microprocessor construction

report [25]. Since these misfit dislocations are contained in the neutral region of the source and drain,

they are expected to have minimal impact on yield, performance, or reliability.

Need for Strained Si in the 90 nm Technology Generation

The end of transistor scaling and Moore’s Law has been the topic of many discussions starting in 1970

just shortly after Moore proposed the law [26–29]. This work will not be another prediction about the

end of Moore’s law, rather a look at key limiting factors which highlight the need for new material

FIGURE 21.6 Stress contours for 45 nm gate length transistor with Si0.83Ge0.17 in the source and drain.
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solutions for continued scaling. As pointed out earlier, planar MOSFETs as small as 10 nm have been

fabricated. The MOSFET does not have a hard limit, rather practical considerations require the leakage

to be less than 10 to 25% of the total power. Product data show that we are approaching this leakage

power limit in the 90 nm technology generation for 45 nm MOSFETs due to a combination of gate and

subthreshold leakage [3]. Figure 21.10 plots the active power and leakage power for Intel microproces-

sors [3]. In Figure 21.10, from 1960 to 1990, the gate and subthreshold leakage were negligible, which

allowed CMOS to dissipate near zero power in the standby mode and resulted in an ideal Si technology.

However, in the decade since 1990s, gate silicon dioxide and channel length scaling to the nanoscale

region resulted in the off-state leakage approaching 10 to 25% of the total power. Figure 21.11 shows the

52 Mbit SRAM52 Mbit SRAM

Source: 2002 and 2003 IEDM

90 nm microprocessors

(~300+ Million transistors)

FIGURE 21.7 Die photo of 90 nm SRAM and two microprocessors.

0.18 µm
200 mm

0.13 µm
200 mm

0.13 µm
300 mm

Defect reduction trend

Time

Y
ie

ld

Source: Ghani, 2003 IEDM

90 µm
300 mm

FIGURE 21.8 Defect density trend showing 90 nm technology with strained Si and nickel silicide at historical

yields.
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SiO2 gate-scaling trend, which has reached a tunneling leakage limit at 1.2 nm. Fortunately, new

materials can circumvent the gate and subthreshold leakage limits by improving performance without

oxide or channel length scaling (strained Si being one technique).

21.3 Future Direction of Strained Silicon

In the current 90 nm generation, moderate levels of strain have resulted in mobility enhancements of

20 and 50% for n and p channels, respectively. Experimental and theoretical work suggests much larger

mobility enhancement is achievable at higher strain. Ratios of stressed-to-unstressed mobilities of 4 and

1.7 have been reported experimentally for holes and electrons [30], respectively. Thus, an obvious

evolution of this process flow going forward is integrating higher levels of strain. Higher channel strain

is possible by increased strain in the (i) nitride-capping layer, (ii) epitaxial Si1�xGex by higher Ge

concentration, or (iii) fabrication of the epitaxial Si1�xGex closer to the Si channel. More complex

FIGURE 21.9 Dislocation in epitaxial strained Si0.83Ge0.17.
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FIGURE 21.10 Active and leakage power versus time.
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structures to integrate strain are also possible. Two examples are shown in Figure 21.12. Epitaxial SiC in

the source and drain of n-channel MOSFETs offer higher channel strain than the capping-layer

approach. Similarly, strained Si1�xGex in the source and drain of a Ge channel device can be used

for uniaxial tensile stress. There are also numerous other techniques and process steps to introduce

strain. A few examples are high-strain capping layers introduced before poly-Si gate crystallization [31],

high-stress shallow-trench isolation, and silicide [32]. In the near term for future technology gener-

ations, combinations of all these techniques will be used. This will place additional restrictions and

requirements on new structures and materials. For example, for alternate device structures and materials

such as FinFET, tri-gate and high k-gate dielectrics to be competitive with strained planar CMOS, strain

or some other mobility enhancing technique [33] is needed in these structures as well.

After integrating high levels of strain for significant mobility enhancement, the external resistance of

the MOSFET will next need to be addressed. This can be seen already in Figure 21.13 where the strained,

improved linear drive current is plotted versus channel length [34]. As seen in Figure 21.13, for channel

FIGURE 21.11 SiO2 gate oxide thickness versus time.

Si1−xCx

Silicon

Si1−xCx
Si

Si1−yGey

N-channel

Germanium

N-channel

Si1−yGey

FIGURE 21.12 Two new device structures to introduce channel stress.
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lengths below 40 nm, the linear current improvement saturates, even though the Si1�xGex and capping

layer increases the strain at smaller channel lengths. Part of the reason this occurs is the growing

importance of the external resistance.

Until recently, state-of-the-art MOSFETs had low external resistance due to the adoption of self-

aligned silicide for contact resistance reduction and near solubility limited abrupt source–drain exten-

sions made possible by shallow dopant implants, co-implantation [35], and ultrashort rapid thermal

processing [36]. Typical n-channel MOSFET external resistances for the 250 to 180 nm technology

generations are �200 V mm, which is small compared to the 1500 to 2000 V mm channel resistance at

these nodes. However, significant enhanced mobility via strain along with channel length scaling is

dramatically reducing the channel resistance to a point where the external resistance can no longer be

neglected. Including external resistance, the MOSFET switch can be represented as shown in Figure

21.14. The total resistance (performance) of the MOSFET switch can be expressed as

RTOTAL ¼
VDS

ID

¼ RCHANNEL þ RSD ¼
LEFF

WEFFmCOX VGS � VTð Þ þ RSD

� �

¼ LEFF

WEFFmCOX(VGS � VT)
þ RSD

� �

Historically, the ratio of RSD/RCHANNEL has been less than 20%. However, as pointed out in the previous

sections, standard channel length scaling and strained Si all significantly lowered RCHANNEL. The net

effect of these trends is MOSFETs soon will be severely limited by the source–drain resistance. Extrapo-

lation of the current trends shows that in a few year the ratio of RSD/RCHANNEL will be greater than 1.

21.4 Summary

The era of simple MOSFET dimension scaling for improved performance is over. Strained Si is the next

material change to extend Moore’s law. At the 90 nm technology generation, selective strain epitaxial

Si1�xGex and a tensile capping layer are used to introduce strain.
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FIGURE 21.13 Strained Si improved linear drive current and average p-channel stress versus channel length.
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In the near term, advance logic technologies mobility enhancement through strain is expected to be a

key performance enabler. The addition of strained Si to the planar MOSFET raises the bar for any

nonclassical device structure to replace the industry workhorse.
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22
Overview: Other
Heterostructure

Devices

John D. Cressler
Georgia Institute of Technology

It is perhaps not surprising that when crystal growers begin to achieve even moderate success in

producing device-quality films, device engineers swoop down and rush to demonstrate a host of devices

from such materials. In practice, the proof that crystal growers have achieved success often lies in the

ability of such functional devices to be realized! While, clearly, transistors are the core building blocks of

modern electronic systems, there are a number of other novel device types that become accessible with

bandgap engineering techniques. Two such examples are represented here. In Chapter 23, ‘‘Resonant

Tunneling Devices,’’ S. Tsujino of the Paul Scherrer Institute discusses achieving negative differential

resistance in Si–SiGe heterostructures and the types of devices that can be produced from them. In

Chapter 24, ‘‘IMPATT Diodes,’’ by E. Kasper et al. of the University of Stuttgart, gives an overview of this

important class of microwave sources. Clearly, it is a healthy sign for the silicon heterostructure field that

success has been achieved in a number of such novel devices. While those devices may not as yet

challenge the performance of their III–V cousins, refinements are underway, and much work remains to

be done.

Substrate engineering is an important subject in all of bandgap engineering, regardless of the material

system. For silicon heterostructures, in particular, the underlying substrate lies at the very core of the

FET performance, and bandgap engineering is unique in the sense that enormous crystals can be grown

(300 mm in 2005 and counting), potentially giving rise to new and interesting applications. In Chapter

25, ‘‘Engineered Substrates for Electronic and Optoelectronic Systems,’’ by E. Fitzgerald of MIT,

a number of unique substrate techniques are described for potential electronic and optoelectronic

applications. Finally, the cliched buzzword ‘‘nanotechnology’’ means many things to many people, but

it is worthwhile noting that nanostructures can in fact be produced in Si–SiGe. In Chapter 26, ‘‘Self-

Assembling Nanostructures in Ge(Si)–Si Heteroepitaxy,’’ by R. Hull of the University of Virginia,

discusses self-assembled nanostructures and their potential for applications.
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23.1 Introduction

When electrons are confined within a semiconductor thin film with a thickness of the order of the

de Broglie wavelength, the wave nature of the electrons becomes important, thus quantum size and

tunneling effects will influence the optical and electronic properties of the material. In semiconductor

heterostructures, fabricated by stacking films of several compatible semiconductor materials with differ-

ent bandgaps, one can create almost arbitrary potential profiles. Suitable designs of semiconductor

heterostructures permit the observation of various tunneling effects, in particular resonant tunneling.

The principle of resonant tunneling has been known for a long time [1]. To realize semiconductor

resonant tunneling devices such as resonant tunneling diodes (RTDs), the control of the film deposition

with atomic layer thickness accuracy and the realization of semiconductor quantum well–superlattice

structures with planar and sharp heterointerfaces are essential prerequisites. These are warranted

by modern crystal growth technology such as molecular beam epitaxy (MBE) or chemical vapor

deposition (CVD).

In Si–SiGe heterostructures, the band alignment has been shown to be of type-II, i.e., the electrons

and holes are confined in different layers. The built-in strain has a large influence on the band alignment.

Therefore, the potential profile can be tailored by depositing heterostructures on Si substrate or on

relaxed SiGe buffer layers.

The majority of Si–SiGe tunneling devices have been fabricated in the valence band or through

interband tunneling. Fewer papers have reported on electron RTDs since the conduction band offset is

too small unless heterostructures are deposited on relaxed buffers and because of the large electron

tunneling mass, a factor of 4 to 5 larger than hole mass, which may require very thin barriers.

This chapter is organized in the following manner. In Section 23.2, we describe the principle of

resonant tunneling in a simplified model, and in Section 23.3 possible applications of the resonant

tunneling devices are summarized. In Section 23.4, we review reported studies on resonant tunneling in
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double barrier structures, superlattices, and quantum dots. Finally, in Section 23.5, we summarize recent

developments on resonant interband tunneling devices.

23.2 Principle of Resonant Tunneling

Here, we briefly describe the resonant tunneling observed in the current–voltage (I–V) characteristics of

double barrier RTDs [2–5]. In a quantum well, i.e., in a thin film sandwiched by two barrier layers,

quasi-confined states are formed at energies determined by the thickness W of the center layer, that is,

when half integer multiples of the electron wavelength are approximately equal to W. A typical situation

of a double barrier RTD at a small bias is sketched in Figure 23.1a. When a bias is applied to the

structure, a small current (Jex) flows, which is attributed to tunneling through the whole stack of layers

comprising two barriers and the quantum well. The current increases strongly (JRT in Figure 23.1b),

whenever the energy of the incident electron coincides with the energy of one of the confined states, for

example the Er state in Figure 23.1a. This resonance enhancement of the electron transmission

is analogous to that for photons in Fabry–Perot interferometers. At resonance, the amplitude of the

incident wave builds up in the center layer by the positive interference between the incident wave and the

wave reflected from the second barrier, and consequently the transmission through the structure is

reinforced. Further increase of the bias detunes the resonance and the current decreases sharply, creating

the negative differential resistance (NDR), which is sketched in Figure 23.1b.

The transmission function for a carrier at an energy close to the resonance E � Er can be written

approximately by a Lorenzian,

T(E) � GLGR

GL þ GR

G

(E � Er)
2 þ (G=2)2

(23:1)

The width G ¼ GL þ GR of the level is given by the decay rate of the resonant state. GL/h̄ and GR/h̄

represent the tunneling escape rate of a carrier in the confined state via the left and the right barrier,

respectively [3,4].

In layered structures, the motion of the carriers in the plane of the layer is characterized by plane

waves and the tunneling process conserves the in-plane momentum h̄kk in the absence of scattering

[2,4]. For EC
L < Er < EF

L, where EC
L is the band edge in the emitter and EF

L is the Fermi level of the emitter,

tunneling is possible only for carriers whose momenta h̄kz lie in a disk corresponding to kz ¼ qR (shaded

disk in Figure 23.1c), where qR is given by {2m*(Er � EC
L)/h̄2}1/2 and m* is the effective mass of the

carrier. In this range, the current is approximately given by (2e/h̄)T0N(DE) where T0 ¼ GLGR/(GLþ GR),

N(DE) ¼ m* DE /(ph̄2) the supply function and DE ¼ (EF
L � Er). As the emitter potential rises, the
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FIGURE 23.1 (a) Schematic band-diagram of a double barrier resonant tunneling diode when bias V is applied

between the emitter (denoted by L) and the collector (denoted by R). (b) Expected current–voltage characteristics of

the device. (c) A Fermi sphere of electrons in the emitter.
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number of available electrons increases and N(DE) reaches the maximum value equal to m* (EF
L � EC

L)/

(ph̄2) when qR is equal to 0. When EC
L rises above Er, there are no electrons in the emitter at zero

temperature, which can tunnel while conserving h̄kk. In real devices, the external voltage V needed to

shift the emitter states relative to the quantum well states, DE, depends not only on the thicknesses of the

different layers (quantum well, barriers, and doping offset), but also on space–charge effects due to

charge accumulation in the emitter and in the quantum well. A linear relationship is often assumed, DE

/ aV, with the lever factor a determined empirically.

The first Si–SiGe RTDs were grown on (1 0 0) oriented Si substrates and consisted of a compressively

strained Si1�xGex quantum well, Si barriers and SiGe emitter and collector layers [6]. An example of the

heavy hole valence band potential profile of such a device (x ¼ 0.26) calculated self-consistently at a bias

of 0.13 V is shown in Figure 23.2 [7]. The Ge compositions of the emitter and the collector layers of the

device are graded toward the surface and the substrate, respectively, in order to create a smooth potential

profile. The I�V character of the RTD shows resonances induced by the confined heavy and light hole

states in the quantum well (Figure 23.3). By varying the thickness of the quantum well, the resonant peak

positions shift systematically (Figure 23.4). A good agreement between the calculated peak positions

(solid curves in Figure 23.4) and the experiment is achieved by using a lever factor a of �4.2.

Although the above description of the I�V characteristics of RTDs is simple and intuitive, a

quantitative description of the I�V curves requires the inclusion of other effects [5], such as non-

resonant background current (Jex in Figure 23.1b), elastic and inelastic scattering during the tunneling

processes [3,4], charge build-up and multiband effects. The inclusion of band mixing in the presence of

strain and scattering is important, especially for hole tunneling, since the quantized states of holes in

quantum wells originate from three different bands: heavy hole (HH), light hole (LH), and split-off hole

(SO). The in-plane dispersions of these states are strongly influenced by the interaction between the
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FIGURE 23.2 (a) A TEM picture of a cross section of an RTD with asymmetric spacer layers. (b) The layer

sequence and the valence band edge calculated self-consistently for a bias of 0.13 V, including heavy hole states only.

(From G. Dehlinger, U. Gennser, D. Grützmacher, T. Ihn, E. Müller, and K. Ensslin. Thin Solid Films 369: 390–393,

2000. With permission.)
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three valence bands [8]. Furthermore, a triangular potential is often formed in the emitter, leading to the

formation of quantized emitter states. Therefore, the supply function has to be modified accordingly [5].

23.3 Applications of Resonant Tunneling Devices

RTDs have been an important instrument for exploring the physics of semiconductor nanostructures. At

the same time, because of the extreme nonlinearlity of the I�V characteristics and high operation

frequencies, up to THz [9], RTDs have been intensively studied for several high-speed logic circuit

applications [4,5,10] and in high-frequency oscillator-switching applications [11]. The employment of

RTDs in integrated circuits has several advantages, including reduced number of components and circuit

complexity for a given function, reduced power consumption, and high speed. Therefore, many applica-

tions have been studied: a low power consumption SRAM cell with a single transistor [12], multivalued

logic [13], monostable–bistable transition logic gates [14], a compact RTD/HBT circuit with high-

frequency and low power consumption operation for wireless communication [15], and analog-to-digital

converters [16]. Two-terminal logic circuits can be constructed using solely RTDs [17], but lack of current

gain restricts the fan-out of the circuits and limits the applications. Most promising is the integration of

RTDs with high-frequency transistors such as heterobipolar transistors (HBT) and heterostructure field-

effect transistors (HFET), which would offer flexibility in circuit design, and enable a more extensive basic

function library [10].
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One of the figures-of-merit of RTDs for device application is the peak-to-valley current ratio (PVR),

which measures the ratio of a current maximum (at resonance) to the following current minimum at

higher bias. High PVRs (>100) have been achieved in III–V semiconductor RTDs and using those,

working prototypes of RTD-based circuits have been demonstrated. For commercial applications,

however, technical challenges such as the uniformity of the layer deposition across the wafers have to

be surmounted [5,10]. The PVR of Si–SiGe double barrier RTDs has not reached a competitive

level, mainly due to rather low band offsets and high effective carrier masses compared to III–V

semiconductors, even though high-speed SiGe transistors, especially HBTs, have been successfully

developed (see the chapter on HBTs). As an alternative approach to RTDs, several groups have

developed a SiGe resonant interband tunneling diode (RITD) (see section ‘‘Resonant Interband Tun-

neling Diodes’’).

Another important application of resonant tunneling is in quantum cascade lasers based on intersub-

band optical transitions [18]. In this unipolar device, the active layer consists of a series connection

of several cells. Each cell is essentially a four-level system, where population inversion is realized

by resonant tunneling to the upper transition state, and the upper state itself is spatially confined by

Fabry–Perot reflection between superlattice barriers to achieve a high injection efficiency and long

lifetime. Si–SiGe quantum cascade structures have been studied to realize Si-based lasers [19–21].

23.4 Resonant Tunneling in Si–SiGe Heterostructures

Resonant Tunneling in Double Barrier Structures

Resonant tunneling in Si–SiGe double barrier structures has been reported for both electrons and holes.

Among these, most have focused on hole transport in the valence band. In fact, the first SiGe RTDs were

demonstrated in p-type double barrier structures by Liu et al. [6] and by Rhee et al. [22] by taking

advantage of the larger valence band discontinuity compared to the conduction band offset. Devices have

been prepared either by MBE or by various CVD methods. For example, Zaslavsky et al. [23] reported a

double barrier diode with a 2.3-nm thick compressibly strained Si0.75Ge0.25 quantum well and 5-nm thick

unstrained Si barriers deposited by atmospheric CVD on Si substrates. This RTD showed a PVR of 4 at

4.2 K, comparable to the best results observed in MBE-grown devices. The observation of NDR at room

temperature has not been possible in p-type Si–SiGe structures, due to the increased valley current at high

temperature by thermally assisted tunneling through higher resonant states [24,25].

Compared to the hole transport, the resonant tunneling of electrons in the conduction band has

attracted less attention [26–31]. Although observation of NDR at room temperature has been reported

in these devices, the physics of electron resonant tunneling is not well understood and requires further

study. In particular, a demonstration of confinement shifts of the resonances is still lacking. Electron

RTDs using alternative barriers such as SiO2 [32,33] or CaF2 lattice matched to Si(1 1 1) substrates [34]

have been studied because of the large conduction band offsets available in those systems.

Momentum conservation of the tunneling process has been studied by magnetotunneling experi-

ments. Magnetotunneling is especially useful in valence band RTDs because the mixing between HH,

LH, and SO bands leads to highly nonparabolic and anisotropic subbands [8,35]. Resonant tunneling

with a magnetic field B applied parallel to the current, along the growth direction, is supposed to occur

between Landau levels having the same Landau-level index. A modulation of the I�V characteristics of

n-type RTDs has been explained by phonon-assisted tunneling which breaks the Landau-level index

conservation. In p-type Si–SiGe RTDs Landau-level tunneling has been shown to occur even without

phonons due to the mixing of Landau levels in the valence bands [23,36,37]. With the B-field

perpendicular to the current, the resonant tunneling peak is shifted because the conservation of the

canonical momentum in the tunneling process results in a displacement of the energy dispersion in the

emitter states with respect to the quantum well states (Figure 23.5, left). This has allowed the mapping of

the dispersion relations of the hole-subbands. The anisotropy of the hole-subbands has been studied by

following the relation between the resonant peak position and the angle of the B-field within the
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quantum well plane [38,39]. Using this technique, a large anisotropy of the dispersion between h1 0 0i
and h1 1 0i direction was detected as shown in Figure 23.5 (right).

To describe the hole tunneling properly, a multiband model must be employed. In such models, the

momentum h̄kk parallel to the layers needs to be taken into account since the mixing between HH, LH,

and SO states is very sensitive to it, and mixing changes the transmission probability dramatically [8,35].

Band mixing occurs between HH and LH subbands only at kk 6¼ 0 and depends strongly on the

separation of the states and their nonparabolicity, thus the strain, the quantum well width, and the

band offset have an impact on the strength of the band mixing. The dominant peak in the I�V

characteristics of pseudomorphic RTDs (see Figure 23.3) that is assigned to tunneling via light hole

states is susceptible to severe band-mixing effects. It has been shown that the peak current in p-type

GaAs–AlGaAs RTDs is dominated by tunneling via off-zone center (kk 6¼ 0) states [40], though a similar

demonstration for SiGe RTDs has not yet been done. In contrast to the pseudomorphic RTDs, recent

experiments in high-Ge concentration strain-compensated RTDs suggest that the resonant tunneling

from HH emitter states through LH quantum well states is extremely weak. This might be attributed to

the difference in strain and to the splitting of the HH and LH/SO band by more than 80 meV [41].

Resonant Tunneling in Strain-Compensated and High-Ge Concentration
Si–SiGe Superlattices and Quantum Cascade Structures

Resonant tunneling and miniband transport are key ingredients for quantum cascade structures [18,42].

Recently, vertical hole transport in high Ge content strain-compensated SiGe–Si quantum wells and

superlattices on relaxed buffer substrates have been studied for application in Si-based quantum cascade

lasers for the midinfrared wavelength range [21,43]. The samples are composed of alternating compres-

sively strained QWs and tensile strained Si barriers with an average Ge concentration equal to the value

in the relaxed buffer substrate [44]. In this way, it is possible to grow a thick active layer without

suffering from the critical thickness limitation [45–47]. Strain-compensated superlattices and quantum

cascade structures exceeding 1 to 2 mm in thickness have been demonstrated by depositing Si–Si0.2Ge0.8

layers on Si0.5Ge0.5 relaxed buffer substrates using solid source MBE. By employing low growth

temperatures of �3008C, islanding within the high germanium content SiGe layers was kinematically

suppressed. Consequently, highly planar and atomically sharp Si–Si0.2Ge0.8 interfaces were realized

(Figure 23.6). The interface roughness of the samples was found to be less than 0.3 to 0.4 nm [48,49].
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Vertical transport in symmetrically strained superlattices was first studied by Park et al. [50]. They

observed NDR in their p-type Ge0.4Si0.6�Si superlattice on Ge0.2Si0.8 relaxed buffer, which was ascribed

to the tunneling via LH minibands. Tsujino et al. [43] studied strain-compensated Si�Si0.2Ge0.8 super-

lattices on Si0.5Ge0.5 relaxed buffers having different tunneling coupling strength (Figure 23.7). They

observed current peaks originating from sequential resonant tunneling between neighboring quantum

wells in weakly coupled superlattices and transport via�50 meV wide HH miniband in strongly coupled

superlattices [51].

Resonant Tunneling in Quantum Dot Structures

Resonant tunneling through quantized states at lower dimensions has been explored by reducing the

lateral dimension of RTDs. When the diameter of a p-type pseudomorphic Si�Si0.75Ge0.25 RTD was

reduced below �0.1 mm, the differential conductance showed additional structure, ascribed to the

quantization of the in-plane motion [52,53]. Further study revealed that these conductance peaks

are due to the resonant tunneling through quantum ring states along the rim of the mesas created

by inhomogeneous strain relaxation on the lateral surface of the device [54]. In a smaller device with

a diameter of 45 nm, single-hole tunneling and Coulomb blockade via quantum ring states were

observed [55].

Resonant tunneling through self-assembled Si quantum dots buried in SiO2 [56] and self-assembled

Ge quantum dots [57] has been reported (see the chapter on self-assembled quantum structures in

SiGe–Si). Tunneling and Coulomb blockade through laterally defined SiGe quantum dots have also been

detected by in-plane transport [58,59].

23.5 Resonant Interband Tunneling Diodes

The main idea of resonant interband tunneling diodes (RITD) is to combine interband tunneling in

degenerately doped p–n diodes, i.e., Esaki tunnel diodes [60], with the confined states in quantum wells

[61]. At a bias close to zero, resonant current flows from a quantized electron state in the n-side to a

quantized hole state in the p-side by interband tunneling. When the bias is set at the out-of-resonance

condition, the large interband energy gap blocks the current. Therefore, a large PVR is expected in

RITDs compared to RTDs where the available barrier heights are only a fraction of the bandgap.

Si

Si

Si

Si0.2Ge0.8

Si0.2Ge0.8

20 nm

FIGURE 23.6 High-resolution cross-sectional TEM picture of a strain-compensated superlattice with 30 periods of

8.3-nm thick Si0.2Ge0.8 quantum wells separated by 5-nm thick Si barriers deposited on (1 0 0) Si0.5Ge0.5 relaxed

buffer substrate by molecular beam epitaxy at low temperature. Overview (left) and magnified view (right).

(Courtesy of E. Müller.)
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Recently SiGe RITDs have been intensively studied because of their potential to fulfill the require-

ments of room temperature operation and high-peak current densities [62–68]. A basic structure

consists of an undoped SiGe tunneling layer, sandwiched by d-doped p and n layers with or without

spacer layers (Figure 23.8). Two-dimensional states are formed at the d-doped layers due to the

Coulomb potential. Very high sheet doping concentrations of the order of 1014 cm�2 with sharp doping

profiles are realized by MBE at low growth temperatures. Maximum dopant incorporation with

sufficiently sharp profiles is achieved at growth temperatures of 4608C for Si:B and 3708C for

Si:P [67]. Because of the low growth temperature, postgrowth annealing at moderate temperatures

(�6008C) has proven to be crucial to lower the valley current and obtain diodes exhibiting pronounced

NDR at room temperature (Figure 23.9). Duschl et al. [67] reported SiGe RITDs with a PVR of 4.8 and

a peak current density Jp of 30 kA cm�2. They also fabricated RITDs with PVR of 6 but at reduced Jp

of �1 kA cm�2 [68]. The trade-off between PVR and Jp was systematically studied by Jin et al. (Figure

23.10) [69]. Narrowing down the film thickness between the two d-doped layers leads to an increase of Jp

but to a reduction of the PVR due to enhanced tunneling via defect states. By optimizing the

sample structure, they fabricated SiGe RITD having Jp up to 151 kA cm�2 with a PVR of 2 at room

temperature.
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thickness Lb of the Si barriers (Lb ¼ 0.6W). The energies are with respect to the valence band edge of unstrained

Si0.5Ge0.5. Shaded area shows the miniband formation. (b) Current–voltage (I–V) characteristics of strain-compen-

sated Si–Si0.2Ge0.8 superlattice samples A, B, and C with 30 periods of quantum wells (W ¼ 2, 5, and 8.3 nm

respectively) at 77 K. Their expected hole states are marked by vertical lines in (a). The observed I–Vs show peaks

originating from sequential resonant tunneling between neighboring wells (samples B, C) and periodical peaks

indicating the formation of the electrical field domains (sample C in the range of 1–2 V). When W and Lb are further

reduced, HH1 states form a �50 meV wide miniband, giving rise to a conductance peak around 0 V (sample A).
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Due to the required narrow spacing of the n- and p-type d-doped layers, the capacitance of

RITD devices is large. Therefore, the operation of these interband-tunneling devices will be limited at

the high frequency and most likely be slower than double barrier RTDs. However, as summarized in

Figure 23.10, the performance of reported RITDs has achieved the requirements for digital device

applications, a PVR larger than �2 and Jp larger than �10 kA cm�2, in a wide range [69].
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work is partially supported by the Swiss National Foundation and the European community within the

SiGeNET project and the SHINE project.

References

1. D. Bohm. Quantum Theory. New York, NY: Prentice-Hall, 1966.

2. L. Esaki. Long journey into tunneling. Rev. Mod. Phys. 46: 237–244, 1974.

3. S. Datta. Electronic Transport in Mesoscopic Systems. Cambridge, UK: Cambridge University Press,

1995.

4. H. Mizuta and T. Tanoue. The Physics and Applications of Resonant Tunneling Diodes. Cambridge,

UK: Cambridge University Press, 1995.

5. J.P. Sun, G.I. Haddad, P. Mazumder, and J.N. Schulman. Resonant tunneling diodes: models and

properties. Proc. IEEE 86: 641–661, 1998.

6. H.C. Liu, D. Landheer, M. Buchanan, and D.C. Houghton. Resonant tunneling in Si/Si1�xGex

double-barrier structures. Appl. Phys. Lett. 52: 1809–1811, 1988.

7. G. Dehlinger, U. Gennser, D. Grützmacher, T. Ihn, E. Müller, and K. Ensslin. Investigation of the

emitter structure in SiGe/Si resonant tunneling structures. Thin Solid Films 369: 390–393, 2000.

Esaki diode
(Jorke, 1993)

Esaki diode
(Dashiell, 2000)

SiGe RITD
(Rommel-APL,
1998)

1 2 3
Peak-to-valley ratio (PVCR)

Requirement of memory of logic function (PVCR � 2)

4 5 6

100

P
ea

k 
cu

rr
en

t d
en

si
ty

 (
A

/c
m

2 )

1 k

10 k

100 k

1 M

R
eq

ui
re

m
en

t f
or

 h
ig

h 
sp

ee
d 

or
 m

ix
ed

-s
ig

na
l

ci
rc

ui
tr

y 
(J

p>
10

  k
A

/c
m

2 )

Si/SiGe RITD (Jin-APL, 2003)

SiGe RITD (Rommel-IEDM, 1998)

Si-only RITD (Rommel-EDL, 1999)

SiGe RITD
(Jin-Eastmen,
2002) 

RITD (Duschl, 2001)

RITD (Duschl,2000)

FIGURE 23.10 A graph of PVR plotted against the peak current density of a number of Si-based interband tunnel

diodes. (Adapted from From N. Jin, S.-Y. Chung, A.T. Rice, P.R. Berger, R. Yu, P.E. Thomson, and R. Lake. Appl.

Phys. Lett. 83: 3308–3310, 2003. With permission.)

Cressler/Silicon Heterostructure Devices 66900_C023 Final Proof page 10 22.10.2007 12:35pm Compositor Name: JGanesan

23-10 Silicon Heterostructure Devices



8. R. Wessel and M. Altarelli. Analytic solution of the effective-mass equation in strained Si–Si1�xGex

heterostructures applied to resonant tunneling. Phys. Rev. B 40: 12457–12462, 1989.

9. T.C.L.G. Sollner, W.D. Goodhue, P.E. Tannenwald, C.D. Parker, and D.D. Peck. Resonant tunneling

through quantum wells at frequencies up to 2.5 THz. Appl. Phys. Lett. 43: 588–590, 1983.

10. P. Mazumder, S. Kulkarni, M. Bhattacharya, J.P. Sun, and G.I. Haddad. Digital circuit applications of

resonant tunneling devices. Proc. IEEE 86: 664–686, 1998.

11. H.C. Liu and T.C.L.G. Sollner. High-frequency resonant-tunneling devices. In Semiconductor and

Semimetals High Speed Heterostructure Devices, Vol. 41, R.A. Kiehl and T.C.L. Gerhard Sollner, eds.

San Diego, CA: Academic Press, 1994, pp. 359–419.

12. P. van der Wagt, A. Seabaugh, and E. Beam III. RTD/HFET low standby power SRAM gain cell.

IEDM Tech. Dig. 1996: 425–428, 1996.

13. F. Cappaso. Quantum electron devices: physics and applications. In Semiconductor and Semimetals,

High Speed Heterostructure Devices, Vol. 41, R.A. Kiehl and T.C.L. Gerhard Sollner, eds. San Diego,

CA: Academic Press, 1994, pp. 1–77.

14. K.J. Chen, K. Maezawa, and M. Yamamoto. InP-based high-performance monostable–bistable

transition logic elements (MOBILEs) using integrated multiple-input resonant-tunneling devices.

IEEE Electron Dev. Lett. 17: 127–129, 1996.

15. H.J. De Los Santos, K.K. Chui, D.H. Chow, and H.L. Dunlap. An efficient HBT/RTD oscillator for

wireless applications. IEEE Microwave. Wireless. Comp. Lett. 11: 193–195, 2001.

16. T.P.E. Broekaert, B. Brar, J.P.A. van der Wagt, A.C. Seabaugh, F.J. Morris, T.S. Moise, and E.A. Beam

III. A monolithic 4-bit 2-Gsps resonant tunneling analog-to-digital converter. IEEE Solid-State

Circuits 33: 1342–1349, 1998.

17. RCA tunnel diode manual. Sommerville, NJ: RCA Semiconductor and Materials Division, 1963.

18. J. Faist, F. Capasso, D.L. Sivco, C. Sirtori, A.L. Hutchinson, and A.Y. Cho. Quantum cascade laser.

Science 264: 553–556, 1994.

19. G. Dehlinger, L. Diehl, U. Gennser, H. Sigg, J. Faist, K. Ensslin, D. Grutzmacher, and E. Muller.

Intersubband electroluminescence from silicon-based quantum cascade structures. Science 290:

2277–2280, 2000.

20. S.A. Lynch, R. Bates, D.J. Paul, D.J. Norris, A.G. Cullis, Z. Ikonic, R.W. Kelsall, P. Harrison, D.D.

Arnone, and C.R. Pidgeon. Intersubband electroluminescence from Si/SiGe cascade emitters at

terahertz frequencies. Appl. Phys. Lett. 81: 1543–1545, 2002.

21. L. Diehl, S. Mentese, E. Muller, D. Grutzmacher, H. Sigg, U. Gennser, I. Sagnes, Y. Campidelli,

O. Kermarrec, D. Bensahel, and J. Faist. Electroluminescence from strain-compensated Si0.2Ge0.8/Si

quantum-cascade structures based on a bound-to-continuum transition. Appl. Phys. Lett. 81: 4700–

4702, 2002.

22. S.S. Rhee, J.S. Park, R.P.G. Karunasiri, Q. Ye, and K.L. Wang. Resonant tunneling through a

Si/GexSi1�x /Si heterostructure on a GeSi buffer layer. Appl. Phys. Lett. 53: 204–206, 1988.
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52. A. Zaslavsky, K.R. Milkove, Y.H. Lee. B. Ferland, and T.O. Sedgwick. Strain relaxation in silicon–

germanium microstructures observed by resonant tunneling spectroscopy. Appl. Phys. Lett. 67:

3921–3923, 1995.

53. P.W. Lukey, J. Caro, T. Zijlstra, E. van der Drift, and S. Radelaar. Observation of strain-relaxation-

induced size effects in p-type Si /SiGe resonant-tunneling diodes. Phys. Rev. B 57: 7132–7140, 1998.

54. J. Liu, A. Zaslavsky, and L.B. Freund. Strain-induced quantum ring hole states in a gated vertical

quantum dot. Phys. Rev. Lett. 89: 096804-1–096804-4, 2002.

55. J. Liu, A. Zaslavsky, B.R. Perkins, C. Aydin, and L.B. Freund. Single-hole tunneling into a strain-

induced SiGe quantum ring. Phys. Rev. B 66: 161304-1–161304-4, 2002.

56. M. Fukuda, K. Nakagawa, S. Miyazaki, and M. Hirose. Resonant tunneling through a self-assembled

Si quantum dot. Appl. Phys. Lett. 70: 2291–2293, 1997.

57. O.G. Schmidt, U. Denker, K. Eberl, O. Kienzle, F. Ernst, and R.J. Haug. Resonant tunneling diodes

made up of stacked self-assembled Ge/Si islands. Appl. Phys. Lett. 77: 4341–4343, 2000.
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24.1 Introduction

Impact avalanche transit time (IMPATT) devices diodes are known from silicon and III–V material. As

discrete devices mounted on special heatsinks, they are very powerful sources of microwave radiation. At

100 GHz CW-power of 1 W and pulsed power of 50 W can be obtained. The technology is complicated

but well established after three decades of development. The negative resistance level of these discrete

devices is rather low (at the order of a few ohms), which causes high efforts in designing appropriate

resonators.

With increasing demand on mm-wave electronics for contactless sensors, security systems, and

automobile applications, the pull for monolithic integration rises due to cost, weight, accuracy, and

reliability issues. SiGe-SIMMWICs (silicon monolithic mm-wave integrated circuits) offer competitive

responses onto these requirements. Planar IMPATTs can be monolithically integrated into SIMMWICs.

The integrated IMPATTs aim to a much lower power level (mW regime) and offer much higher negative

resistances (typically 10 to 100 V), which allows easier resonator and oscillator design. Small and simple

designs are demonstrated up to 100 GHz operation frequency. Research activities focus on the imple-

mentation of heterostructures, on the replacement of the noisy avalanche multiplication by other

injection mechanism, on the transfer of the delay concept to transistors, and on extension into the

terahertz frequency regime.

In this chapter, we report the activities of integrated devices. Discrete classical IMPATTs are not

treated.

24.2 Structure and Principle Function

In common diodes and transistors the output phase delay between voltage and current is kept small

because with increasing phase delay the output power decreases. The IMPATT diode stands for a

separate class of devices where a large phase delay is intentionally aimed. The preferred delay is around

1808 (p), which characterizes a negative resistance used to overcome the positive load resistance.
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Generally, the phase delay in this class of devices consists of two contributions: one from an injection

phase F and one from a transit angle Q. The total phase delay w is given by

w ¼ FþQ

2
(24:1)

The transit angle Q counts only half because a displacement current occurs during the whole transit of a

current pulse. For a space–charge region with electrical fields high enough for saturated carrier velocity

the transit angle Q is simply given by [1]

Q ¼ v
ld

vS

(24:2)

with v ¼ 2pf representing frequency, ld the length of drift region, and vS the saturation velocity of

carriers. All transit angles may be realized by a proper choice of the length ld, but the amplitude decreases

because of the pulse broadening by the displacement current. Therefore, the injection phase F is

essential for a large-phase delay w and a large negative amplitude. In the IMPATT diode the injection

phase F ¼ p/2 is produced by the avalanche multiplication process in a rather small avalanche region

with width la (Figure 24.1).

The frequency-dependent impedance Z ¼ R þ jX of such a simple diode structure with la << ld is

given by

R ¼ Re(Z) ¼ RS �
vS(1� cos Q)

A«v2

1

v2=v2
a � 1

� �
(24:3)

X
vA«

ld

� �
¼ sin Q

Q
� 1

� �
�

la

ld
þ sin Q

Q

(va=v)2 � 1
(24:4)

The avalanche frequency va depends on material constants as velocity vS, permittivity «, ionization

coefficient a (E), and on the current density J0. The avalanche frequency is slightly temperature

dependent because of the temperature dependence of vS(T) and a(T)

v2
a ¼ 2

da

dE
vSJ0=« (24:5)

The principle structure of a single drift diode and the resulting impedance levels are given in the

following figures. Single drift is the term when only one carrier type—as in Figure 24.2, the electrons—

contributes to the drift current. The doping sequence given in Figure 24.2 is known as Read structure

where avalanche multiplication and drift are rather clearly separated (Read).

la

Avalanche
region

Drift
region

Series
resistance

RSld

FIGURE 24.1 IMPATT diode with carrier injection by an avalanche region and a drift region with saturation velocity.
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At the avalanche frequency, the sign of the impedance switches from positive to negative values.

Usually at frequencies slightly above the avalanche frequency the IMPATT is utilized as oscillator or

amplifier. The idealized (loss less) impedance curve is characterized by a rapid decay of the negative

impedance at frequencies above fa (see Figure 24.3).

The injection mechanism may be changed to tunneling (TUNETT), thermoionic emission across

a barrier (BARITT), or coherent transport [2] in a resonance-phase transistor (RPT) [3]. Figure 24.4

NA−NDNA1

ND2
ND3

ND4

E34

E23

E12

p+ n n−(n) n+

1 2 3 4

la ld

x

x

E

FIGURE 24.2 Structure, doping sequence, and field strength in a single drift Read structure.
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FIGURE 24.3 Impedance (real part R solid line, imaginary part X broken line) as a function of frequency (fa ¼
85 GHz).
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exhibits the typical profile of a MITATT (mixed tunneling and impact avalanche transit time device)

diode [4].

The tunneling probability may be adjusted [5] by the distance of the pþ and nþ regions and by the

germanium content of the SiGe layer in between. The electrical field distribution in such a low–high–low

(lo–hi–lo) active region is shown in Figure 24.5. The maximum field strength Emax (around 5 � 107 to

108 V/m) is obtained at the intrinsic region between the doping spikes. At the Nþ-doping spike the field

strength is reduced by DE and the electric field enters the drift region with a field strength Emax � DE.

The field step DE is correlated with the sheet concentration NS in the spike by

NS ¼ NDdD ¼
DE«

l
(24:6)

Sheet concentration in the order of 2 to 3� 1016 m�2 is required to obtain the necessary field steps of 3.2

to 4.8 � 107 V/m.

1017

1019

1021

log (N)
(cm−3)

P+

SiGe

N+

0 20 40 Distance (nm)

FIGURE 24.4 Injection region of a MITATT with a mixed tunneling and avalanche multiplication injection.
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FIGURE 24.5 Electric field strength in a lo–hi–lo IMPATT.

Cressler/Silicon Heterostructure Devices 66900_C024 Final Proof page 4 18.10.2007 4:12pm Compositor Name: JGanesan

24-4 Silicon Heterostructure Devices



24.3 SiGe—SIMMWIC

SIMMWIC were already proposed in 1984 [6] but the availability of silicon-based high-speed devices

added recently to the attractiveness of integration concepts. Due to the reduced wavelength in the mm-

wave regime (30 to 300 GHz) the nature of waveguide propagation has to be considered for the design of

SIMMWICs. For example, at 100 GHz the wavelength in silicon is roughly 1 mm and so much smaller

than the typical chip dimensions.

In the full version the SIMMWIC contains antenna, different planar waveguides, passive

devices, active semiconductor devices, and sometimes also microelectromechanical (MEMS) devices

integrated on a low-loss silicon substrate. Usually the low-loss substrate is obtained by a high-

purity float zone (FZ) growth technique, resulting in specific resistivities of 1000 V cm and more.

Often only subsystems are monolithically integrated and described as SIMMWIC. In the following,

some examples of typical layouts are given for the illustration of the reader and only the breakdown

behavior and negative differential resistance (NDR) of monolithic-integrated IMPATTs is treated in

depths.

Layout Examples of Waveguides, Antenna, and Passive Circuits

The most appropriate planar waveguide for integration is the coplanar waveguide (CPW), which

consists of a central signal line separated on both sides by slots from the surrounding ground plate

(Figure 24.6).

The signal line has to be considered as a MOS varactor to understand the propagation losses of the

transmission line [7], which are only low if inversion or accumulation layers are suppressed below the

lines. Resistors, different types of capacitors (Figure 24.7), and spiral inductors belong to the passive

devices used in SIMMWIC circuits for filtering, frequency adjustment, and impedance adjustment.

Packages and hybrid connections require sophisticated efforts with higher frequencies.

A possible integration of the antenna is therefore an attractive option of SIMMWIC designs for both

receiver and transmitter circuits. A simple example (Figure 24.8) is a rectenna [9] where a Schottky-

detector is integrated with a planar antenna (rectifying antenna) and the detector signal is amplified

by an operation amplifier. Only low- or medium-speed signals are treated at the package pins, and

therefore, a commercial package could be used.

Integrated Schottky diodes may be designed for RC-frequency limits in excess of 1 THz [10]. Schottky

diodes especially when driven in the so-called Mott operation are excellent candidates for detecting,

mixing, frequency multiplication in the upper mm-wave frequency regime. Mott operation means that

even under forward conditions the epitaxial layer is depleted which requires good control of dopant

background and abrupt transitions. Silicide Schottky-barriers well developed in Si-technology [11] need

an improved understanding of mixed silicide and germanide formation on SiGe layers.

Signal Ground

er,Si

Ground

FIGURE 24.6 Coplanar waveguide with an insulating layer beneath the transmission lines.
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Electrical Characterization of Integrated IMPATTs

Integrated IMPATT diodes are operated in the avalanche breakdown. They deliver a negative differential

resistance above an avalanche frequency. The width of the frequency band with negative resistance is

mainly determined by the series resistance because the amount of negative resistance provided by the

diode decreases rapidly above the avalanche frequency. In the following, the report concentrates on

breakdown behavior, S-parameter measurements of 75 to 110 GHz impedance and analysis of series

resistance.

In a single drift silicon IMPATT the onset of breakdown (typically around �10 V for a 100 GHz

IMPATT) is very sharp (Figure 24.10) and agrees roughly with predictions from ionization coefficients

and breakdown field strengths. The predictions are explained on the example of a uniformly doped (ND)

single drift structure of thickness dn. The electric field distribution is given in Figure 24.9. Assumed is

MIM
connection

Capacitor Via-
hole

FIGURE 24.7 Metal–insulator–metal (MIM) capacitor in the intermediate frequency (IF) port of a harmonic

38 GHz mixer [7].

FIGURE 24.8 90 GHz receiver module consisting of a rectenna and an amplifier mounted on a multichip module.
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a single drift structure with a reach through factor F > 1. The reach through factor F is defined by the

ratio between projected depletion length ln and technologically realized active layer thickness dn

F ¼ ln

dn

(24:7)

Onset of breakdown is obtained when the maximum field at the pþn junction reaches the doping-

dependent breakdown field strength Ebr(ND). The breakdown voltage Vbr is essentially equal to the area

under the field function.

Vbr þ Vbi ¼
Z dn

0

Edx ¼ «

2q

E2
br(ND)

ND

2F � 1

F2
¼ Ebrdn �

qND

2«
d2

n (24:8)

(Vbi—built in voltage, q—electron charge, «—permittivity).

The breakdown field Ebr is a function slowly varying with doping and approximately given by

Ebr ¼
4� 107 V=m

1� 1

3
log (ND=1016 cm�3)

(24:9)

At the high current densities where the IMPATT is operated (Figure 24.10) one sees a bend of the

breakdown curve to higher voltages. This bending is mainly caused by two effects: heating and injection

of carriers. The avalanche breakdown has a positive temperature coefficient because at higher tempera-

ture phonon scattering retards the carrier speed necessary for impact ionization. The injection of carriers

into the space–charge region reduces the space–charge density in the depletion layer, which—like a

lower doping—increases the breakdown voltage. The increase is proportional to the current and can be

expressed as space–charge resistance RSC:

RSC ¼
d2

n

2A«vS

(24:10)

The avalanche breakdown characteristics of pseudomorphic SiGe are similar to that of silicon. But for

thicker SiGe layers or higher Ge contents the SiGe layers have to be grown on virtual substrates

dn

ln

x

∆E dE qND
dx e

=

n+np+

E

Ebr

FIGURE 24.9 Trapezoidal field distribution in a single drift structure at breakdown.
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consisting of a relaxed SiGe buffer layer onto the silicon substrate. For monolithic integration with

silicon circuits this buffer layer has to be thin, ideally below 100 nm [12]. The threading dislocation

density of these thin buffers is in the order between 105 and 107 cm�2, which degrades the breakdown

behavior (Figure 24.11).

The breakdown characteristic (look at the slope, the absolute value shift is partly caused by different

layer parameters) of low Ge content layers (X ¼ 0.1 to 0.27) is rather similar to silicon at current levels
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above 0.1 mA. Even the 50% Ge layer demonstrates acceptable breakdown behavior above 1 mA current.

In the 100% Ge layer on a thin virtual substrate, the breakdown is masked by high reverse current levels

and these layers cannot be used for IMPATT operation. Progress in virtual substrate technology for high

Ge content is necessary.

Proper dc-characteristics of the breakdown are a rapid test but the ultimate confirmation of the phase

delay is given by S-parameter measurement in the selected microwave region. For a comparison and

judgment of the results the S-parameter values are recalculated to impedance values (Figure 24.12). At

the avalanche frequency fa the imaginary part of the impedance switches sign and the negative real part

obtains its maximum value. The negative impedance of the integrated IMPATT is quite high, for

example �7000 V for the 18 mA current curve at 77.5 GHz. Another important property of the

frequency curves of the impedance values is the strong current dependency, which can be used to adjust

the impedance level of the device. The operation in an oscillator circuit is above the avalanche frequency

where the NDR is typically in the order of several tenths of ohms (Figure 24.13). The oscillating

conditions require that the NDR of the device surpasses the load resistance to allow for undamped

oscillations

ZD þ ZL ¼ 0 (24:11)

Stable oscillation is obtained when the sum of diode impedance ZD and load impedance ZL equals zero.

A frequency increase above the avalanche frequency reduces strongly the NDR. Up to which frequency

an NDR is offered by the IMPATT depends also on the series resistance RS. A low series resistance RS

is essential for a wide NDR regime. The series resistance in an integrated IMPATT consists of three

different contributions (Figure 24.14): contact resistance RC, epitaxy resistance REPI, and buried layer

resistance RBL.

Low contact resistance RC is obtained with a highly doped semiconductor on the surface

(�1020 cm�3) and a metal system with a fairly low Schottky barrier. The examples given in this chapter

are with NiSi contacts a silicide metal, which also shows promises for sub-100 nm device dimensions.

The buried layer resistance RBL is low for a high-doped uniform layer, which is made in the given

75
−4000

−2000

2000

4000

6000

0

76 77 78 79 80
Frequency (GHz)

81 82 83 84 85

Im
ag

in
ar

y 
pa

rt
 (

Ω
)

75
−10000

−8000

−6000

−4000

−2000

0

76 77 78 79 80 81 82 83 84 85

Im
ag

in
ar

y 
pa

rt
 (

Ω
)

I = 14 mA
I = 16 mA
I = 18 mA

FIGURE 24.12 IMPATT impedance in the frequency band 75 to 85 GHz as a function of the current.

Cressler/Silicon Heterostructure Devices 66900_C024 Final Proof page 9 18.10.2007 4:12pm Compositor Name: JGanesan

IMPATT Diodes 24-9



examples by molecular beam epitaxy (MBE). The epitaxy resistance REPI is zero for breakdown

operation because the epitaxy layer is depleted. But the extraction of the series resistance is done

under forward voltage where the epitaxy layer contributes. The extracted value of the series resistance

has to be reduced by

REPI ¼ rEPIdn=A (24:12)

to account for the RS value seen at breakdown.
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FIGURE 24.13 Impedance (real part) of the IMPATT around the oscillator frequency. Negative differential

resistance (NDR) is �40 V at an oscillation frequency of 100 GHz.
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The circuit test is performed by placing the integrated IMPATT diode into a planar resonator (Figure

24.15) on a silicon substrate. A rather straightforward coplanar resonator design matched the impedance

level of the IMPATT. The spectrum of the 93 GHz oscillator is shown in Figure 24.16.

24.4 Extensions of the Concept

For circuit design the decoupling of the output terminal from the input by a three terminal device is

considered as advantageous. Extensions of the phase delay concept to transistors could enhance the

acceptance of these devices in more complex circuits. Recently, the successful test of a SiGe RPT was

reported [13] and the basics of this transistor will be explained below. The separation of carriers in the

high field of a reverse-biased junction is utilized for carrier injection in the drift region of an IMPATT. It

is one of the mechanisms of the device, which together with a properly designed resonator allows for

oscillations in the 100 GHz regime. A much more direct conversion in high-frequency radiation would

FIGURE 24.15 Planar oscillator with integrated IMPATT diode. The resonator is designed for an oscillating

frequency near 93 GHz.
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be obtained by the separation of photogenerated electron–hole couples into a Hertzian dipole. Very

recent and preliminary results give hints for a terahetz source [14]. The basics will be explained in the

second part of this section.

Resonance-Phase Operation of HBT

The operation frequency of integrated circuits (IC) may be extended—depending on complexity and

requirements—up to a certain fraction (typically 1/20 to 1/2) of the frequency limits of the transistor

type used in the IC. Commonly considered frequency limits are the transit frequency fT and the

maximum oscillation frequency fmax. Within the common transistor paradigm the frequency limits

have to be increased to allow higher circuit operation frequencies. Remarkable research results well

beyond 100 GHz have been obtained with silicon-based transistors by lateral shrinking of dimensions

and by use of SiGe–Si heterostructures [15]. Approaching the frequency limit, the output signal of these

transistors is reduced and a phase shift between input and output takes place. In the newly proposed

transistor type, the operation frequency should be increased far above the transit frequency fT by an

intentionally introduced large phase shift between output and input signal [16]. Similar principles are

known from diode-type devices (e.g., IMPATT diodes) but never successfully transferred to transistors.

In order to get the resonance effect within the 40 GHz setup we reduced the transit frequencies of the

experimental versions to below 15 GHz.

The RPT concept is based on the achievement of NDR in a defined frequency band by a large phase

delay of at least an angle p. The phase shift is obtained by a delayed injection (Figure 24.17) into a drift

region [17]. Delayed injection may be obtained by tunneling or carrier diffusion [18]. Using for the

technological realization a SiGe heterobipolar structure [19] we adopted a bipolar nomenclature for the

electrodes emitter, base, collector for the more general terms cathode, injector, anode in Figure 24.17.

The layer structure of the processed RPT is shown in Table 24.1. To obtain the necessary phase shift

both base and collector layers are chosen to be very thick. After the simulations in Ref. [18] the base layer

thickness is 120 nm. Incorporated in the base is a linearly graded Ge profile from about 5% Ge at the

emitter–base junction to 30% Ge at the base–collector junction to enhance the forward diffusion

transport. The whole bandgap difference is about 170 meV. We use the term ultrametastable when

Injection

Injector

exp(jwt)
Input Drift

f

j = f + q / 2

q

Anode

exp(j(wt+j))
Output

Cathode

FIGURE 24.17 Two port representation of the resonance-phase transistor with the terminals cathode (emitter),

injector (base), anode (collector).

TABLE 24.1 Vertical Layer Structure of the Processed RPT (Wafer A)

Structure Thickness (nm) Doping (cm�3) Ge content (%)

Buried layer nþþ; 12 V/sq. Si

Collector wC ¼ 1200 NC, n ¼ 3 � 1016 Si

Spacer D ¼ 10 Intrinsic Si1�XGeX, X ¼ 30%

SiGe-base wB ¼ 120 NB, pþþ; 2 � 1019 Gradient

Spacer d ¼ 2 Intrinsic Si1�XGeX, X ¼ 5%

Emitter d ¼ 70 n; 1 � 1018 Si

Emitter contact d ¼ 230 nþþ; 2 � 1020 Si
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thickness and Ge content are not only above the critical values of pseudomorphic growth but also

beyond that of metastable growth at 5508C as measured by People and Bean [20]. Epitaxy below 5508C
and low-temperature processing are necessary to get devices from ultrametastable structures.

In Figure 24.18, the current gain H21 in dB is shown in common emitter configuration. For

frequencies below the transit frequency fT the behavior is common. For low frequencies, the current

gain approaches a constant value. Increasing the frequency results in the typical roll off of H21. Up to

a collector current IC ¼ 10 mA fT is increasing, for higher currents the modified Kirk effect limits fT
because of the low collector doping concentration. For frequencies higher than fTH21 first is decreasing

partly even below 0 dB. But for still higher frequencies the resonant-phase effect turns H21 to increase

again, reaching H21 > 0 dB at �23 GHz and so active transistor operation at frequencies beyond fT seems

possible. At low currents (IC ¼ 0.5 mA) the maximum gain of the resonance peak is seen with H21 ¼
2.3 dB at 36 GHz. The used measurement setup allowed measurements up to 40 GHz and demonstrated

clearly the onset of resonance-phase effect. As expected by the model the resonance-phase effect is less

current dependent than the transit frequency fT.

Terahertz Oscillations from Optical Hot Carrier Injection

Under high electric fields photogenerated electron–hole pairs are separated with increasing velocity

up to the saturation velocity or even above when velocity overshoot occurs. The ultrafast separation of

the photogenerated electron–hole pairs creates a sheet of accelerating charges. The emitted radiation

depends on the transport properties of the hot carriers. Basic experiments with femtosecond laser pulse

excitation demonstrated oscillations around 4.5 THz. The preliminary study [14] was mainly aimed at

investigating the hot carrier properties and to understand the mechanism. But obviously, carrier

separation in a high electric field is a new candidate for terahertz radiation.

24.5 Growth and Process Requirements

For the integration of the IMPATT diodes a buried layer with a low sheet resistance and a good contact is

required. Buried layers can be realized with different methods for example with ion implantation. We

use a uniform buried layer with very high doping in the range of 1 � 1020 cm�3. The layers are grown
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FIGURE 24.18 Common emitter current gain H21 over frequency for a 225 mm2 emitter size RPT of wafer B,
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dopings.
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with the physical deposition method MBE (see Chapter 6, SiGe and Si Strained-Layer Epitaxy for Silicon

Heterostructure Devices). This method allowed p-type and n-type doping over a wide range of concen-

tration and with abrupt doping transitions. In the MBE system boron is used for p-type doping. This

element has a large equilibrium solid solubility and a low surface segregation. For n-type doping

antimony is used in MBE because this material can be directly coevaporated from a low-temperature-

controlled effusion source during the growth. Because Sb has an extreme temperature sensitivity

of surface segregation [21] we use for sharp doping transitions special doping strategies such as

prebuild-up, flash-off techniques [22], or the doping by secondary ions (DSI) [23].

Figure 24.19 shows the layer stack for the monolithic-integrated IMPATT diode. The challenges for

the growth are the abrupt doping transitions from 1 � 1020 to 1 � 1017 cm�3 in the n-region and from

1 � 1017 to 1 � 1020 cm�3 on the pn junction. Very sharp profiles over three orders of magnitudes are

essential for the high-frequency performance. For the application in integrated high-frequency circuits a

silicon (1 0 0) substrate with a high specific resistance greater than 1000 V cm is of advantage.

The complete doping structure is shown in Figure 24.20. After the thermal cleaning of the substrate

[24] the growth starts with an intrinsic silicon buffer. For the doping of the 500-nm thick buried layer a

prebuild-up growth strategy with constant Sb-flux at low growth temperatures (4308C) is applied. This

procedure starts with the supply of an antimony adlayer of a fraction of a monolayer. At the end of the

buried layer (see point 1 in Figure 24.20) one monolayer of antimony sticks on the surface. By higher

growth temperatures, the segregation length DS of antimony increases dramatically [21], for example, by

increasing the temperature from 5008C to 6008C DS increases by a factor of 1000. The bulk concentra-

tion, nB, is determined from the ratio between surface density nS and DS. For constant nS, nB decreases as

DS increases. This is used for an abrupt dopant profile nþ/n. The temperature is increased during a

growth interruption. Then the antimony level decreases abruptly over four to five decades and it is

adjusted in the following n-silicon layer to 1017 cm�3 with the DSI method. A defined negative voltage of

100 V is applied on the substrate. By this, silicon ions are extracted from the electron gun and are

accelerated to the substrate. The incoming silicon ions collide with the surface antimony atoms, so that

they are incorporated in the growing layer. For a sharp doping transition on the pn junction the high-

boron-doped uniform cap layer is also grown with the prebuild-up method (see point 3 in Figure 24.20).

For providing the exact segregating adlayer density, we developed a method to measure this density at a

fixed doping level [25].

The growth is monitored with different in situ analyzing methods. One powerful method is the

reflection-supported pyrometric interferometry (RSPI) measurement [26]. RSPI has been proven to be

capable of providing in situ real-time information concerning temperature and film thickness for

200 nm B-contact layer (1020 cm−3)

450 nm active region (Sb 1017 cm−3)

500 nm Sb-buried layer (1020 cm−3)

Silicon buffer

p−-substrate (> 1000 Ωcm)

FIGURE 24.19 Layer stack for a 100 GHz integrated IMPATT diode with n-doped buried layer.
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numerous applications in semiconductor manufacturing. Figure 24.21 shows the RSPI measurement

over the complete growth process of an integrated IMPATT diode. The growth direction is from the

right to the left side. After the intrinsic silicon buffer the growth temperature is decreased during a

growth interruption. The reflectivity of both wavelengths decreases because the index of refraction

decreases with lower temperature. During the growth of the buried layer oscillations appear, which result

from the change in the index of refraction between intrinsic and very-high-doped silicon. From the

distance between two maxima respectively minima the layer thickness is calculated. From the example

shown in Figure 24.21, the buried layer thickness is 535 nm. With the same calculations the drift region

and the p-contact are analyzed.
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A secondary ion mass spectroscopy (SIMS) depth profile of the elements boron, antimony,

and carbon from the integrated IMPATT diode (Figure 24.22) proves the intended structure.

The growth direction is from right to left in this figure. From the interface position (carbon-

and boron-peak) the total layer thickness is determined as 1388 nm. The silicon rate is calculated

from thickness and growth time as rSi ¼ 0.107 nm/sec. From this result, the thickness of the buried

layer is with 535 nm the same as on the RSPI analysis. The antimony profile exhibits clearly the very-

high-doped buried layer with 1 � 1020 cm�3 but not the active region, because the antimony SIMS

background is too high. The transition between the nþ/n layers is dominated by the SIMS depth

resolution. At the start of the buried layer, the submonolayer prebuild-up causes a faint step in the

profile upraise. In the boron profile a small overshoot at the start of the very-high-doped p-contact

proves the prebuild-up is too high. But the transition between drift region and p-contact is very sharp

over three decades.

24.6 Summary

Monolithic integration [27–30] of semiconductor devices with passive circuits [31–38] will allow

radar systems with chip dimensions. Monolithic-integrated IMPATTs offer NDR within a wide mm-

wave frequency regime (30 to 150 GHz). These integrated devices strengthen the competitiveness

of SiGe-SIMMWIC solutions by robust, simple and small oscillator, resonator and amplifier

designs. SiGe heterostructures are especially used for alternative injection mechanisms (tunneling)

and for three terminal device versions (resonance-phase transistor). Recent basic experiments

on emission from field separated electron–hole pairs gave hints for extension of the frequencies into

the terahertz regime.
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25.1 Lattice-Matched Substrate World

Contemporarily, we analyze the semiconductor systems by a substrate materials class, i.e., ‘‘Si’’ or

‘‘III–Vs.’’ The III–V classification is ultimately split into ‘‘GaAs’’ or ‘‘InP,’’ for example. This nomenclat-

ure contains two subtle but important connotations. First, we recognize the importance of the material

on the performance of the system. Second, it is assumed inherently that materials choices are confined to

a particular bulk substrate material, e.g., a Si substrate. Bulk is defined here as a substrate grown by a

bulk crystal growth technique, which in general employs pulling a crystal from a melt. Semiconductor

compounds that form elemental or binary compounds, referred to below as ‘‘bulk semiconductors,’’ are

amenable to bulk crystal growth, but miscible alloys of the bulk compounds are not. Thus, all current

semiconductor-based systems are built on particular lattice constants allowed by nature. Early in

epitaxial growth research, many lattice-mismatched films (i.e., films composed of materials that are

alloys of bulk semiconductors) were deposited on bulk semiconductors, but the lattice-mismatch

between the film and substrate led to poor material quality in the thin film. A consequence of this

epitaxial research was that lattice-mismatched epitaxy, i.e., achieving lattice constants in-between bulk
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semiconductors, was considered impractical. Thus, nearly all electronic and optoelectronic systems are

built on lattice constants of the bulk semiconductors. These materials combinations can be seen in

Figure 25.1 by following the vertical lines of constant lattice-constant up and down the diagram. In Si

technology, today a ‘‘silicon wafer’’ is often a silicon epitaxial layer on a bulk substrate. In CD lasers and

other applications involving optoelectronics near the 870 nm wavelength, the AlGaAs alloy system on

GaAs was employed, as heterostructure devices could be designed without creating lattice mismatch.

And for telecommunications applications, InP substrates became the bulk semiconductor of choice, as

InGaAsP alloys could be grown lattice-matched to the InP lattice constant and also achieve the desired

1.3 and 1.55 mm wavelength emission required for low-loss transmission in optical fiber. Thus, all

commercial and defense semiconductor systems have been developed on bulk semiconductors using

lattice constants of the substrate.

25.2 Limitations of Lattice-Matched Systems

There are limitations of lattice-matched semiconductor systems. The first and most obvious is the rich

nature of semiconductor bandgaps and lattice constants in Figure 25.1 that have not been accessed due

to the restriction of building on the lattice constant of the substrate. In general, electronic performance

improves as the lattice constant increases within a class of semiconductor materials. For long wavelength

applications, optical properties improve as well, in that the bandgap shrinks as lattice constants increase,

allowing ultra-long-wavelength detection. Yet electronic complexity (i.e., device integration density) of

the semiconductor system decreases as lattice constant is increased, leading to a forced trade-off between

integration density and performance.

A related but somewhat different limitation is that the electronic and optoelectronic systems built on

these platforms create a separation of platforms throughout the system. For example, Si is the basis for

all digital computation, whereas III–V and II–VI materials are the basis for most high-frequency RF and

optical interfaces. Thus, electronic systems are now limited by board-level consequences induced by the

separation of semiconductor platforms. For example, even if a system is created with the capability of

gathering a large amount of optical or RF data with a III–V-based platform, getting that information

into Si-based computing platforms is a board-level performance and cost issue.
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FIGURE 25.1 Energy gap versus lattice constant of most II–VI, III–V, and IV semiconductors. (From Bell

Laboratories.)
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The performance limitations described above can be seen in the forced evolution of lattice-matched

systems. Staying within the constraints of lattice-matching, researchers in the mid-1980s began to

explore incorporating slightly mismatched semiconductor films by keeping the level of mismatch and

the film thickness below the critical thickness for dislocation introduction. This effort to squeeze even

the slightest enhancement from materials with slightly different lattice constant is evidence of the

immense desire to move away from mature, common-lattice-constant systems. Examples of such

materials and devices that have migrated into applications are the strained SiGe base heterojunction

bipolar transistor (covered extensively elsewhere in this volume), and the pseudomorphic strained

InGaAs channel HEMT (pHEMT). In optoelectronic applications, the 980 nm strained InGaAs pump

laser is an example of pushing the limit on strained layer critical thickness. It is important to realize that

the added performance in these devices is severely limited by the critical layer thickness constraint, and

highlights the need for the increased performance that can be released by new materials with new lattice

constants.

25.3 Age of Lattice-Mismatched Substrate Engineered Materials

Parallel research efforts over the past 20 years in epitaxy, strain-relaxed semiconductor epitaxy, and

wafer-bonding technology are ushering in a new age of lattice-mismatched substrate engineering.

Advances in fundamental materials science as well as an increase in demand for electronic and

optoelectronic systems uninhibited by lattice-constant constraints show that new engineered substrates

can have a large impact in the near and far term. We are entering an age of ‘‘anything on anything,’’

i.e., relaxed buffer technology and wafer bonding together allow a limitless ability to move laterally in

Figure 25.1. The age of lattice-mismatched materials will allow the integration of any material on any

bulk semiconductor substrate. In particular, the most visible area of engineered substrates is currently in

relaxed SiGe–Si. The lattice constants in between Si and Ge offer a host of materials and devices that can

be constructed in the Si CMOS manufacturing infrastructure, such as low-power or high-frequency

CMOS and the integration of III–V photonics with Si. We first describe the three cornerstones that have

created this opportunity in engineered substrates, and then describe potential future devices and

systems, which may be constructed on these nanoengineered substrates.

Strain-Relaxed Layers on Substrates through Composition Grading

About 15 to 30 years ago, the field of lattice-mismatched semiconductors was dominated by experiments

and theory elucidating the critical layer thickness. When a slightly lattice-mismatched semiconductor

film is grown on top of a substrate, a certain thickness of strained material is deposited before it is

energetically favorable to introduce misfit dislocations to relieve the strain, and this thickness is termed

the critical thickness. Much of the experimental data collected to elucidate the concept of critical

thickness were collected in the InGaAs/GaAs [1] and SiGe/Si [2] materials systems, such experiments

focusing on exploring when small levels of mismatch resulted in dislocation formation. This focus arose

from the interest in the science of lattice-mismatch, as well as realization that high levels of strain in a

film, without relaxation, may be beneficial to devices [3]. This early research led to some eventual

commercial successes like the InGaAs pHEMT and the SiGe HBT [4]. Early progress in lattice-mis-

matched semiconductors has been previously reviewed [5].

As strained layer devices were approaching serious commercial interest, research continued into the

critical thickness issue. How misfit dislocations are introduced, i.e., the kinetics of dislocation intro-

duction, became an active area of research, especially experimentally measuring the velocities of

dislocations in strained layers [6]. In addition to the velocity of dislocations, it was also shown that

nucleation plays an important role, specifically the presence or absence of heterogeneous nucleation

sources [7]. It was shown that the critical thickness could be extensively exceeded if a substrate area

lacked a nucleation site for dislocation introduction. At the time, this result was still of interest only to

extend the degree of strain or thickness that one could contain in a completely strained film. However,

Cressler/Silicon Heterostructure Devices 66900_C025 Final Proof page 3 18.10.2007 4:11pm Compositor Name: JGanesan

Engineered Substrates for Electronic and Optoelectronic Systems 25-3



the experiments showed a path to creating completely relaxed layers with low threading dislocation

density, a long-sought goal that was evasive due to the previous lack of understanding in dislocation

kinetics.

Using this new dislocation information, it was shown in 1991 that it was possible to create low

threading dislocation density relaxed SiGe layers on Si [8]. This result opened the door to high mobility

strained Si [9] as well as the potential of creating relaxed Ge and GaAs layers on Si for the integration

of optoelectronic devices on Si [10]. The key to creating the relaxed alloys like SiGe on Si with low

threading dislocation density at the top surface was the use of layers of graded composition grown at

relatively high temperatures. Such a structure minimizes dislocation nucleation and encourages

maximum threading dislocation propagation, leading to high levels of strain relaxation with relatively

low threading dislocation density.

In early work, it was recognized that maximum threading dislocation flow in the material during

graded buffer deposition was critical to obtaining the combined desire of high relaxation and low

threading density. A model was created, predicting a counter-intuitive feature, which was that higher

growth temperatures would lead to lower threading dislocation density [10]. Under conditions of

gradual grading and relatively thick layers, the model can produce a practical result that can be used

to predict threading dislocation density in relaxed buffers [11]:

rt ¼
2RgRgre

U=kT

bBY m«m
eff

(25:1)

where rt is the threading density at the surface of the relaxed buffer layer, Rg is the growth rate, Rgr is the

grading rate (i.e., strain relieved per unit thickness), U is the activation energy for dislocation glide, b is the

Burgers vector, B is a constant, Y is the biaxial modulus, m is a number typically between 1 and 2, and «eff is

the effective strain the threading dislocation experiences during glide. Note that the strongest factor in

reducing threading dislocation density is temperature, since temperature is in the exponent of Equation

25.1. The model was first confirmed in the InGaP/GaP [12] system and later in the SiGe/Si system [13].

There are important consequences of Equation 25.1 with regard to typical threading dislocation

densities as well as the cost of producing relaxed SiGe substrates (also referred to as ‘‘virtual substrates,’’

as the wafer is Si, but the graded composition layer converts the surface to a relaxed SiGe lattice constant,

thus creating a surface which would be reminiscent of a bulk SiGe substrate). First, once the highest

temperatures are achieved from a practical perspective, the threading dislocation density cannot be

influenced drastically by any other variable. For example, at temperatures of 8508C and higher, it is

typical that relaxed SiGe layers on Si have threading dislocation densities on the order of 104 to

105 cm�2, and further significant reduction just by manipulating growth variables is not possible.

Fortunately, this threading dislocation density is low enough for both majority carrier devices in SiGe

and also low enough for minority carrier devices in GaAs–SiGe–Si [14]. Second, the lowest cost SiGe

substrates will have the greatest perfection, i.e., lowest threading dislocation density. This relationship is

embedded in Equation 25.1 since the growth rate can increase drastically with increased temperature as

long as the activation energy for CVD decomposition is less than the activation energy for dislocation

glide. Thus, increased temperature lowers threading dislocation density and increases growth rate,

leading to less costly wafers. Recently, relaxed SiGe–Si has been produced commercially using Cl-

based chemistry at higher growth temperatures, leading to low-cost substrates with threading disloca-

tion densities less than 105 cm�2.

Transfer of Relaxed Lattice Constants via Wafer Bonding of Virtual Substrates

In addition, moving laterally in between bulk semiconductor substrate lattice constants, the relaxed

epitaxial layers on a conventional substrate offer another advantage: the potential usefulness of wafer

bonding is released. Traditionally, there were hopes that wafer bonding could be used to at least create

engineered substrates with one lattice constant of a bulk substrate on another. For example, a bulk GaAs
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wafer might be bonded to a Si wafer, and a thin layer of GaAs could be transferred by using processing

techniques to remove much of the original GaAs substrate, for example. There are application limita-

tions in traditional wafer bonding, such as not being able to create any lattice constant in between bulk

substrate lattice constants. In addition, there are processing limitations that limit even the possible

applications like GaAs on Si. First, the end markets that drive Si and GaAs are different, and therefore,

the scaling of the industry infrastructure is different, resulting in Si wafers being substantially larger than

GaAs wafers at any point in time. Thus, economies of scale are not captured as the area of usable Si

substrate would be less since the bonded GaAs wafer would be of smaller width. Of course, one could

always use smaller Si wafers, but then the CMOS fabrication facility used for the CMOS electronics

would be trailing edge and have larger transistors, thus limiting the combined integrated platform from

using the best computation platform. Second, the bonding of two bulk substrates with different lattice

constants leads to problems due to the materials also having a different coefficient of thermal expansion.

For example, InP–Si wafer bonding at high bonding temperatures leads to a shattering of the material

due to the fusion of thick materials with differing coefficients of thermal expansion; upon cooling to

room temperature, tremendous stress is created, shattering the material or creating a high degree of

curvature or fragility in the composite.

The use of high-quality relaxed epitaxial layers circumvents the issues that originally faced wafer-

bonding technology. The bulk of both wafers can be of the same material, and second, the substrates are

the same size. We have been able to demonstrate that this relaxed buffer bonding is possible even for

virtual Ge on Si [15]. We have transferred Ge from the surface of a virtual Ge wafer on Si to an SiO2–Si

substrate, creating Ge–oxide–Si, called germanium-on-insulator (GOI). Other examples are silicon–

germanium-on-insulator (SGOI) and strained-silicon-on-silicon (SSOS). Both are structures that can

only be created with relaxed buffer bonding. With further research in this area, one could potentially

create any semiconductor material on another, at any wafer diameter [16]. Furthermore, judicious

selection of the virtual substrate platform could allow the transferred layer to be in either relaxed or

strained form, thereby adding another degree of freedom to the process.

Low-Temperature CVD Device Layers

The third area that has allowed the creation of nanoengineered substrates is low-temperature CVD

epitaxy [17]. We have demonstrated that at low enough growth temperatures, thin, flat 2% compressive

and 2% tensile films can be created in the SiGe materials system. An example of why low-temperature

growth is needed to suppress adatom surface migration is shown in Figure 25.2. As previously shown

[18] and reconfirmed here, compressive layers are difficult to deposit in a very planar way for significant

strains. Compressed layers of Si1�yGey on relaxed buffers of Si1�xGex (y > x) are required for very high

hole mobility as shown below. Flat layers are critical for obtaining high hole mobility, as coherent strain

relaxation will produce a roughened interface that degrades hole mobility drastically. Figure 25.2 shows

that for a compressively strained Ge layer on relaxed Si0.3Ge0.7, a growth temperature of 4008C or less

is needed to prevent relaxation through surface roughening, which can then also lead to dislocation

nucleation as seen in Figure 25.2. Figure 25.2c shows that flat, thin, highly compressed Ge layers are

possible to deposit at low enough temperatures.

25.4 Nanoengineered Substrates for MOSFETS

Epitaxial relaxed Si1�xGex buffer layers [19] create a larger lattice constant on a Si substrate, allowing

subsequently grown Si1�yGey layers to be strained in tension (y < x) or compression (y > x). Early work

in application of strain via relaxed SiGe concentrated on investigating elevated carrier mobility in pure

tensile Si layers deposited on relaxed Si1�xGex [20,21]. Relatively short-channel MOSFETs containing

strained Si have shown that higher mobility and drain current measured in long-channel devices

are retained at shorter channel lengths [22,23]. Also, recently a strained Si ring oscillator composed of

35-nm gate transistors operated 20% to 40% faster than the control Si ring oscillator [24]. A quantitative
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method to correlate the effect of mobility enhancement in long and short channels shows that

approximately 50% of the long-channel drain current enhancement is obtained in shorter channels [25].

Thus, large MOSFET devices can be used to rapidly probe heterostructures for channel enhancement, as

well as limits to processing [26–29]. In this summary, we report on probing advanced SiGe MOSFETs on

nanoengineered substrates imparting tensile and compressive strains.

The MOSFET fabrication process was selected to speed processing and allow extraction of real

channel mobility through measurement of MOSFET drain current [30]. The long-channel MOSFETs

were formed in a single mask step and utilized thick (300 nm) deposited gate oxide. No other aspects of

the MOSFET were optimized. As demonstrated in many benchmarks to date, these large MOSFETs

produce channel mobility data versus effective vertical field or inversion charge identical to more fully

processed devices [26].

Single Strained Si Channels on Relaxed Si1�xGex

The most common strained Si structure for surface-channel MOSFETs is a 10 to 20 nm strained Si layer

deposited on a relaxed Si1�xGex buffer with x � 0.20. nMOSFETs fabricated from such a structure show

FIGURE 25.2 XTEM of «-Ge grown on Si0.3Ge0.7 at (a) 5508C, (b) 4508C, and (c) 4008C showing evolution of

morphology with T («-Ge is the dark layer). The heterostructure in (c) is appropriate for use in surface-channel

devices.
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an enhancement in electron mobility of about 1.8 times as compared to the Si control nMOSFETs [22–

26]. With very low-temperature processing, pMOSFETs can show 10% to 20% enhancement [26],

although short-channel MOSFETs processed in more commercial processes show the same performance

as control Si [25]. Thus, the ‘‘first generation’’ of strained Si substrate will give nMOSFETs an 80%

increase in electron mobility and a 20% to 40% increase in nMOS drive current, but the pMOSFET will

not see much of an enhancement.

Further increases in strain do not increase the electron mobility enhancement in strained Si; however,

hole mobility enhancement continues to increase with increasing strain. Early recognition of this

potential enhancement for holes had led to investigations using higher Ge compositions in the relaxed

buffer to enhance the hole mobility in pMOSFETs. Figure 25.3 is a plot of hole mobility enhancement

(as compared to control Si MOS devices) for relaxed buffer Ge concentrations greater than x ¼ 0.3 [27].

For structures with x � 0.40, the strained Si layer thickness exceeds the critical thickness for misfit

dislocation introduction at the strained Si–SiGe interface.

In Figure 25.3, first note that in the strained Si–Si0.65Ge0.35 structure, the mobility enhancement of

holes in the channel decreases as the vertical field (i.e., the inversion charge) is increased (such a decrease

is not seen in the electron mobility enhancement). This decrease is the typical problem associated with

hole mobility enhancement in strained Si. At high fields in strongly scaled devices (>1 MV/cm), one can

see that there will only be a small enhancement remaining, if at all. For x ¼ 0.4 to 0.5, hole mobility

enhancement as large as two times can be seen, and it is likely some enhancement will be retained at

higher fields despite the presence of misfit dislocations at the strained Si–SiGe interface. Since the

enhancements are equal for all buffer concentrations at Eeff � 0.6 MV/cm, there appears to be no

incentive for further increases in buffer Ge concentrations. However, note for the first time that the rate

of enhancement decreases with vertical field has somehow been affected in the strained Si–Si0.5Ge0.5

structure.

Dual-Channel Heterostructures on Relaxed Si1�xGex

In investigating the potential source of the hole mobility decrease with vertical field, we have noticed that

the out-of-plane hole effective mass (m?) is as light, and can be even lighter, than the in-plane effective

mass (mk) in strained Si [31,32]. For the electron in strained Si, m? > mk, the preferred situation for

an inversion charge at the SiO2–Si interface. Thus, as the hole mass is lightened by the strain, so is the

vertical mass, and, in fact, it may be very light and difficult to contain the DeBroglie wavelength in the
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FIGURE 25.3 The mobility enhancement of holes versus vertical field under the gate in pMOSFETs in strained Si

for different Ge concentrations in the relaxed Si1�xGex buffer.
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strained Si layer. Therefore, it seems reasonable to try and contain the hole wave function in the vertical

direction.

Inserting a compressed Si1�yGey layer (y > x) below the strained Si layer accomplishes this goal,

and further increases the in-plane mobility additionally. The compressive strain breaks the degeneracy

of the hole valence band, increasing the scattering time. We term the strained Si-compressed SiGe

structure a ‘‘dual-channel’’ heterostructure. Figure 25.4 is a graph showing the mobility enhancement

for a set of dual-channel MOSFETs as well as single-channel MOSFETs for comparison (data from

Ref. [28]).

Figure 25.4 shows that indeed, the dual-channel heterostructures can support very high hole mobility

at relatively high vertical fields. Also, the slope of the hole enhancement decrease with field can be less as

well, further showing the scalability of these structures. A significant observation of enhancement versus

field plots for dual heterostructures is that the rate of hole degradation with field is decreased when the

dual-channel layers are kept thin. For example, the maximum hole enhancement for the dual-channel

structure on Si0.7Ge0.3 shown in Figure 25.4 was obtained in a structure in which both the strained Si

layer and buried compressed SiGe layer were �4 nm. At this thickness, we estimate the hole wave

function must be spread across both the strained Si layer and compressed SiGe layer, even at the largest

vertical fields we can create in these structures. Thus, it appears that the mixed character of the hole

spread across both layers is beneficial. When the structure has thicker layers (�8.5 nm), and therefore, a

structure closer to true buried-channel structure, the mobility enhancement is less at high field and the

slope of the mobility decrease with field is similar to conventional strained Si.

Note also in Figure 25.4 that the dual-channel structures were created with the same strain level

incorporated into the compressed SiGe layer (the difference between the buffer composition and

compressed SiGe composition is always held at �x ¼ 0.30). The comparison of the data shows that

when there is enough strain present to split the valence band degeneracy, the Ge concentration in the

compressed layer is the most important factor for hole enhancement. The increased curvature of the

valence bands from the increased Ge concentration leads to much lighter holes and increased hole

mobility.

The two observations noted above led to more advanced single-channel structures: hole wave function

hybridizing across two layers and high valence band curvature from Ge. The dual-channel data suggest
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FIGURE 25.4 The mobility enhancement of holes versus concentration of Ge in the relaxed buffer. The data for

single channels are shown in the open squares, whereas the dual-channel structures are the filled squares. The data

are taken with approximately Eeff ¼ 0.6 MV/cm.
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that single-channel heterostructures with very high concentrations of Ge and thin strained Si surface

layers may support high enhancements at high field.

Finally, we note here that dual-channel structures with a compressed pure Ge layer and a dislocated Si

cap layer have shown PMOS mobility enhancement factors greater than eight times [29].

Nanostructured SiGe Channels

We speculate that a hole forced to exist across a thin strained Si layer and a relaxed high-Ge content film

will have a character similar to a hole that exists in a structure with a compressed SiGe layer (dual

channel). This behavior will occur at a relatively high vertical field, in which the hole can be forced to

occupy both the surface strained Si channel and the relaxed SiGe alloy below. The wave function should

be hybridized between the two layers. Thus, a split valence band from the strained Si is hybridized with a

degenerate high curvature band from the relaxed SiGe alloy. The result should be a split valence band

with high curvature, which resembles a compressed SiGe layer band structure.

To test this hypothesis, strained Si layers were deposited on relaxed buffers with x ¼ 0.60 and 0.70. The

strained Si layers were kept to approximately 4 nm in thickness. The layers were greater than the critical

thickness for misfit dislocation introduction. Figure 25.5 is a plot of the hole mobility enhancement versus

inversion charge. We use inversion charge for the x-axis due to the fact that the exact vertical field

experienced by the carriers is not easily determined due to the large band offsets close to the SiO2�Si

interface. High inversion charge occurs when there is a high vertical field, as in Figure 25.3 and Figure 25.4,

but the exact quantitative relationship requires detailed Poisson–Schrodinger solutions, which incorpor-

ate full band structures, band alignments, and three-dimensional effective masses.

For both the x ¼ 0.60 and 0.70 single-channel structures, we observe a unique phenomenon in which

the hole mobility enhancement factor increases with inversion charge or effective vertical field. Thus, it is

possible to have a structure that can host both nMOS and pMOS channels with high carrier mobility

enhancements at high vertical fields. We interpret this increase in carrier mobility enhancement as a

result of the wave function averaged between the two valence structures. At low fields, the hole resembles

the relaxed Si0.4Ge0.6 hole, since the band offset at the strained Si�Si0.4Ge0.6 interface forces most of the

hole in the buried relaxed Si0.4Ge0.6 material. The enhancement is not large due to alloy scattering; it is

well known that the alloy scattering in relaxed SiGe alloys suppresses mobility for most of the alloy

compositions, and mobility rises sharply very near the pure Ge and pure Si concentrations [32]. As

voltage is applied to the gate and vertical field and inversion charge are increased, more of the hole is
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FIGURE 25.5 The mobility enhancement versus inversion charge for single-channel strained Si on relaxed

Si1�xGex alloys with x ¼ 0.60 (circles) and x ¼ 0.70 (squares).
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forced to sample the surface strained Si, thus hybridizing the wave function as described above. The

valence band splitting inherited from the strained Si now decreases hole scattering, and mobility is

enhanced. At some larger field, the hole should once again occupy mostly the top strained Si layer and

exhibit, once again, a decrease in enhancement with vertical field (Figure 25.5).

Figure 25.5 clearly shows that the x ¼ 0.60 structure behaves accordingly. At first, the mobility

enhancement rises as the vertical field and inversion charge are increased. At about 1013 cm�2,

the enhancement starts to level off and decrease slightly with further increases in field. Thus, we suspect

that in the leveling-off phase, much of the hole is becoming ‘‘strained-Si-like,’’ and the decrease in

mobility enhancement with vertical field is once again observed. A stunning result is that for x ¼ 0.70,

the point of leveling-off has been pushed out to very high inversion charge, and therefore, the mobility

enhancement nears three times at 1.4 � 1013 cm�2. It is interesting to note that this enhancement is

larger than the best dual-channel structure results at these high inversion charge densities. The larger

band offset between the strained Si and the Si0.30Ge0.70 dictates that a higher field will be required to pull

the majority of the hole into the strained Si, thus creating a higher inflection point for the enhancement

versus inversion charge curve.

Finally, we must speculate that wave function penetration into the oxide may play an important role

in hole scattering in these structures. One can interpret much of the data also with an oxide-penetration

perspective. For example, as more of the hole begins to reside in the strained Si layer, recall that the

vertical mass is also quite light in the vertical direction. As the hole moves into the strained Si, it

becomes larger and more ‘‘unwieldy’’ in the vertical direction, penetrating the gate oxide to a greater

extent and decreasing mobility drastically. From this perspective, larger band offsets below the strained

Si will keep the hole from penetrating as far into the oxide for a given field or inversion charge.

Although the exact reason for the enhancement versus inversion charge curves is unknown, and much

future analysis and modeling will be necessary to ascertain the exact mechanisms of enhancement, it is

clear that the empirical view regarding a single carrier and its interaction with the layer structure is

sufficient to converge on a plethora of very high-mobility pMOS structures, and has shown the ability to

engineer the enhancement versus inversion slope in strained Si pMOS.

In continuing with the empirical design guidelines discussed so far, a further test of our hypothesis

would be to create an environment for the hole such that the band structure ‘‘seen’’ by the hole would be

invariant with respect to vertical field. We have constructed, therefore, a MOS structure with a ‘‘digital

alloy’’ channel, i.e., one in which the wavelength of the hole is greater than the periodicity of the

digital alloy, or superlattice [33]. To apply the appropriate comparison to the other data, the structure

consisted of the x ¼ 0.70 substrate, and an approximately 10 nm superlattice was constructed with

approximately 1 nm periodicity. The superlattice layers were composed of pure strained Si and x ¼ 0.70

relaxed layers. Thus, the superlattice is nothing more than an ordered intermixing of the x ¼ 0.70

single-channel structure discussed in the last section. However, by distributing the strained Si through

the x ¼ 0.70 in the 10 nm superlattice, we have created a thicker layer of material that will provide the

hole the same environment, independent of vertical field.

The pMOSFETs fabricated from the digital alloy channel described above indeed have a hole

enhancement, approximately two times. This is a surprising result, since if we consider the average

potential of the digital alloy, it is essentially an ordered version of a tensile, y ¼ 0.35 alloy on relaxed

x ¼ 0.70 (the digital alloy is composed of equal thickness x ¼ 0.70 and 0, thus averaging to x ¼ 0.35).

Other experiments in our laboratory have shown that such a random alloy structure of y ¼ 0.35 on

relaxed x ¼ 0.70 will result in no enhancement as compared to control Si MOS (i.e., tensile alloys

on relaxed SiGe for p-channels are generally not useful). Therefore, we conclude that the ordering in the

digital alloy is responsible for increasing the scattering time of holes by removing the random alloy

scattering of SiGe, in one direction.

Figure 25.6 is a summary plot of the enhancement factor versus inversion charge for three prototyp-

ical structures. The strained Si single-channel structure on relaxed Si0.60Ge0.40 represents the conven-

tional strained Si PMOS structure, in which the hole mobility enhancement is lost with vertical field. The

advanced strained Si single channel on Si0.30Ge0.70 shows that the enhancement factor can be engineered
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to increase with increasing inversion charge. Finally, the pMOSFET hole mobility enhancement as a

function of inversion charge is also shown. Note that the channel has indeed been engineered such that

the mobility enhancement factor is independent of inversion charge, or vertical field. Figure 25.6 shows

the versatility of the empirical method followed in this work for understanding the band structure effects

on a single hole extended over multiple-channel layers.

SiGe Nanostructured Channels on Insulator

In the section ‘‘Transfer of Relaxed Lattice Constants via Wafer Bonding of Virtual Substrates,’’ it was

mentioned that relaxed buffer bonding opened doors to new engineered substrates, as unattainable bulk

lattice constants can be produced on a virtual substrate on Si and then the full-diameter layer of that

material can be transferred to a host Si wafer. The first demonstration of this was the creation of SGOI

[34–37]. The process is shown in Figure 25.7. As described previously, the virtual buffer, in this case

SiGe, is bonded to a layer with SiO2 on Si, and the original substrate and graded layer is removed with a

standard etch back or exfoliation technique. The result is the ability to transfer SiGe or any strained or

unstrained SiGe heterostructure to another wafer. Figure 25.8 is a picture showing the transfer of a

strained Si–SiGe layer and the resulting heterostructure on insulator. Any of the high-mobility SiGe

heterostructures described previously in this chapter can be transferred to ‘‘OI,’’ thus combining the

benefits of high mobility with the benefits of SOI.

As the relaxed SiGe buffer can be tuned to any lattice constant, Ge on Si can be created and the surface

of the virtual Ge wafer can be transferred, creating GOI [15]. There are complications as the planariza-

tion of thin virtual Ge layers is more difficult than it is for lower Ge concentrations, but nonetheless it is

possible as shown in Figure 25.9. Ge-on-insulator can be used for Ge-based electronics or, as is the case

for this thicker GOI, for optical devices.

Future Potential of Nanoengineered SiGe MOSFETs

Figure 25.10 is a summary of all nMOS and pMOS data accumulated to date on the large variety of

heterostructures fabricated into MOSFETs in our laboratory. Note that although this paper has con-

centrated on progress in the hole mobility issue (and therefore, on pMOSFETs), Figure 25.10 includes

electron mobility enhancements extracted from nMOSFETs fabricated from the same material structure

as the pMOSFETs. Thus, at any relaxed buffer Ge concentration, the total enhancements in both nMOS
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FIGURE 25.6 The mobility in enhancement in pMOSFETs versus inversion charge for the advanced strained

Si single-channel structure, the digital alloy structure, and the conventional strained Si channel with a relatively high

Ge concentration of x ¼ 0.4.
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FIGURE 25.7 Schematic of one method of using relaxed buffer bonding to create SGOI or SSOI.

FIGURE 25.8 Cross-sectional TEM of a strained Si–Si0.75Ge0.25 on OI.

Cressler/Silicon Heterostructure Devices 66900_C025 Final Proof page 12 18.10.2007 4:11pm Compositor Name: JGanesan

25-12 Silicon Heterostructure Devices



and pMOS for the structure can be estimated by looking at the acquired points vertically for the

same structure. All of the data were extracted at a vertical field equivalent in the Si controls of about

0.6 MV/cm.

The plot reveals some interesting conclusions for the SiGe material system. First, note that the

strained Si commercialized today (x � 0.20) obtains the highest electron enhancement on the chart,

and therefore further improvements via new strained Si substrates require PMOS mobility enhance-

ments, which in turn require relaxed buffers with higher Ge concentrations. Also note that the single

channel advanced structures with x ¼ 0.50 to 0.70 also support high electron enhancements, nearly the

FIGURE 25.9 TEM cross section of germanium on insulator, produced from the bonding of a virtual Ge wafer to a

SiO2–Si wafer. There is a thin bonding Si layer between the Ge and insulator, and a thin etch stop layer remaining on

the top of the Ge layer.
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FIGURE 25.10 The mobility in enhancements in strained SiGe nMOSFETs and pMOSFETs versus relaxed buffer

Ge concentration. Data for both single-channel and dual-channel structures are shown.

Cressler/Silicon Heterostructure Devices 66900_C025 Final Proof page 13 18.10.2007 4:11pm Compositor Name: JGanesan

Engineered Substrates for Electronic and Optoelectronic Systems 25-13



full enhancement observed at lower Ge concentrations, despite the dislocations introduced from the

large lattice mismatch between the strained Si and relaxed SiGe buffer.

Another observation in Figure 25.10 is that the highest PMOS enhancements occur on relaxed buffers

with intermediate Ge concentrations (x ¼ 0.40 to 0.70), and not at the end-points (i.e., Si and Ge lattice

constants). We believe this indicates the importance of strain in enhancing hole mobility in inversion

layers in this materials system. Other issues with lattice constants near the Ge-end of the chart are that

nMOS performance is typically very poor when x > 0.70. This degradation of nMOS channels may

be related to the use of the strained Si�SiO2 gate stack used in all MOSFETs in Figure 25.10. Since

electrons, like the holes discussed in this chapter, would invariably be mixed over both Si and Ge layers,

the poor nMOS performance may be related to the very different band structures of Si and Ge. Having

an electron averaging over Si and Ge conduction bands would seemingly create much scattering, as Si

has the minimum energy conduction valleys in the h1 0 0i directions, whereas Ge has conduction band

minima in the h1 1 1i direction.

Finally, note that the highest enhancement observed in our laboratory to date is a dual channel, pure

strained Si–pure strained Ge–relaxed Si0.5Ge0.5 structure, demonstrating an electron mobility enhance-

ment of 1.7� for the nMOS, and about a 10� hole mobility enhancement for the PMOS. These data

suggest that mobility can be enhanced by approximately 1000% over conventional Si MOS mobility,

assuming that short-channel device optimization and low-temperature processing are possible.

25.5 Engineered Substrates for III–V–Si Integration

Although we have concentrated on describing the impact of relaxed SiGe on channel mobility in

MOSFETs, SiGe lattice constants also offer a pathway to integrating III–V materials with Si technology.

An engineered substrate composed of both III–V materials and Si could be used to host high-performance

optoelectronic circuits with digital processing capability.

Early work has shown that virtual Ge on Si can be high enough quality for minority carrier devices,

and Ge photodiodes with near-ideal reverse leakage currents were obtained [38]. Since GaAs is nearly

the same lattice constant as Ge (see Figure 25.1), high-quality Ge virtual substrates can be converted to a

GaAs�Si substrate by growth of a lattice-matched layer on Ge (Figure 25.11). This heterovalent interface

can be deleterious if deposition is not initiated properly, as exposure to As at certain temperatures can

create antiphase boundaries [39–41]. GaAs grown on Ge–SiGe–Si has high minority carrier lifetime

[14], allowing the fabrication of high-efficiency GaAs solar cells on Si [42].

The GaAs–SiGe–Si material is high enough quality that it supports room temperature, continuous

wave lasing in GaAs-based lasers on Si. GaAs lasers on Si are considered a test vehicle for the eventual

integration of optoelectronics with Si CMOS, since room temperature continuous lasing cannot be

achieved with poor quality materials. We have achieved room temperature, continuous wave lasing

of AlGaAs/GaAs and AlGaAs/InGaAs quantum well lasers on Si substrates and fabricated primitive

optical links [43–45] (Figure 25.12). Many materials and processing challenges were overcome to achieve

lasing as described in detail in the publications. The laser structures were very primitive, gain-guided

broad stripe lasers. Such high threshold lasers were constructed for ease and as a demonstration of the

material quality. For example, conventional GaAs deposited directly on Si would not have sufficient

quality for lasing action.

Figure 25.13 shows also the improved lifetime of the laser. The first lasers created on Ge–SiGe–Si that

lased already lasted more than 20 min (as shown in the figure). This laser lifetime was remarkable for a

room temperature, continuous wave laser on Si. And the technology is robust, i.e., unlike earlier reports

on GaAs lasers on Si, such lasers could be now created at will. With this advance, we quickly improved

the lifetime, as shown in the figure.

The improved laser device achieved a lifetime of 4 h. Again, this result is very reproducible, and

further improvement is expected as improved laser designs are implemented. Mesa ridge lasers with low

threshold currents should improve laser lifetime drastically.
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FIGURE 25.11 Cross-sectional TEM image of the first structure to lase, and Figure 25.12 shows the improvement

of our laser process once lasing was achieved. Shown are the light-voltage curves for the laser diodes on Ge–SiGe–Si

and the control GaAs substrate. The y-axis is current in the photodetector, which is detecting the laser light, and that

current is linearly related to light from the laser. The L–V curves from the improved GaAs lasers on Si are

indistinguishable from the control lasers on GaAs substrates, and the thresholds and quantum efficiency were also

nearly identical.

FIGURE 25.12 Light intensity (represented on graph by photodetector current) as a function of voltage applied to

laser diodes on GaAs and Ge–SiGe–Si substrates (‘‘SiGe substrates’’).
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The window for true monolithic optoelectronic integration on Si has opened. With a properly

designed III–V–Si engineered substrate, it will be possible to process the substrate in a Si CMOS

fabrication facility and produce Si CMOS digital ICs with optical input and output.

25.6 Future Engineered Substrates

With the great flexibility to combine thin highly strained materials and materials composed of previ-

ously unattainable lattice constants, we can imagine new materials that have not existed before that may

have application in microelectronics. As an example, we have recently created a new engineered substrate

platform, strained Si on Si (SSOS) [46]. The community has been focusing on combining SOI

technology with strained Si, and that motivated the work to demonstrate such combinations early on.

However, the potential goes far beyond such linear combinations of existing advanced materials. We

have demonstrated that a strained Si layer can be transferred to another silicon wafer, creating a strained

Si bulk wafer with no SiGe present. A cross section of the material is shown in Figure 25.14. Note that

the interface is still bonded with a strength near that of a semiconductor bond, and therefore, the

strained Si can be held in place without the need for the original relaxed SiGe and host substrate. There

should be an edge-dislocation array at the strained Si–Si interface, since there is a difference in in-plane

lattice spacing between strained Si and Si. Figure 25.15 is a plan-view TEM image of the strained Si–Si

interface, and g*b analysis of the interface shows that the dislocations are edge-type. Also, the spacing of

the dislocations is correct for the difference in lattice constant for strained Si–Si. To our knowledge, this

is the first material created at this scale that is compositionally the same yet abruptly variant in strain

state; i.e., it is a heterojunction that is defined by strain difference only and not by composition

difference; it is the first homochemical heterojunction. Although a basic study at this point, it shows

that relaxed buffer bonding has great potential for creating new, previously unattainable materials and

heterostructures.

25.7 Market Adoption of Engineered Substrates

For the past 30 years, the material of choice for the semiconductor industry has been Si, and Moore’s Law

has been pursued by exchanging the manufacturing infrastructure in the supply chain with newer versions

of equipment. Each new factory possessed equipment and processes to create higher density circuits on Si,

and enough market growth occurred to justify reinvestment into the next factory.

Today we are at crossroads. Increased transistor density no longer brings sufficient market growth to

reinvest in larger factories. New engineered substrate materials, like strained Si, can be interpreted as

aiding the extension of Moore’s Law. Alternatively, strained Si can be considered the beginning of a new

FIGURE 25.13 Laser lifetime at constant optical power out. Initial devices lasted as long as 20 min, whereas new

improved devices lasted 4 h.
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roadmap, in which semiconductor value is delivered through novel circuits on new engineered sub-

strates.

In the first case, engineered substrates must be absorbed into the existing large Si CMOS supply chain.

This naturally takes time, as the scale of the industry and the lack of knowledge about other parts of the

supply chain result in scaling only occurring when critical mass in education of the technology is

reached. In the later case, high-performance engineered substrates can be implemented earlier in an

integrated supply chain environment for smaller markets. In this case, the market must grow and result

in the increasing size of the integrated manufacturer and the supply chain. In either case, bottom–

up innovation in semiconductors will take some time, but will allow the semiconductor industry to

continue to grow into previously unattainable markets.

50 nm

Si 2 nm

Strained Si

Si

e-Si

FIGURE 25.14 Cross-sectional TEM image of the SSOS structure. Shown at inset is a high-resolution image of the

interface.

250 nm

FIGURE 25.15 Plan-view TEM image of the strained silicon–silicon interface.
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26.1 Scope of This Chapter

In this chapter, strain-driven morphological instabilities and transitions in the Ge(Si)–Si(1 0 0) system

are described, and current understanding of the fundamental mechanisms governing these phenomena

summarized. The degree to which these processes may be controlled and organized to produce arrays of

semiconductor ‘‘quantum dots’’ (QDs) with potential nanoelectronic or nanophotonic applications is

also discussed. Due to length limitations these discussions are necessarily limited to key concepts and

phenomena; for more detailed discussions of fundamental phenomena, several excellent, longer reviews

exist [For example, 1–3]. A note on nomenclature: in the subsequent discussion, the format GexSi1�x

means that the structures under discussion are comprised explicitly of an alloy of Ge and Si, the format

Ge(Si) means they are comprised of either pure Ge or GexSi1�x alloy material.

26.2 Introduction

As described elsewhere in this volume, the lattice parameter mismatch between Ge and Si—about

4.1% at room temperature—produces enormous stored strain energies in epitaxial Ge–Si heterostruc-

tures. For the case of GexSi1�x–Si heterostructures, the lattice parameter difference scales approximately

as the Ge fraction, x . Linear, isotropic elasticity theory shows that the biaxial strain, «; the stress, s; and
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the stored elastic strain energy per unit interface area, E ; in a coherent (i.e., dislocation-free), epitaxial

film of GexSi1�x on a rigid Si substrate is given by

« ¼ 0:041x (26:1)

s ¼ 2G«(1þ y)=(1� y) (26:2)

E ¼ 2Gh«2(1þ y)=(1� y) (26:3)

Here G, y, and h are the shear modulus, Poisson’s ratio, and thickness of the epitaxial film, respectively.

Note that the quoted elastic strain value is at room temperature—differential thermal expansion

coefficients between Ge(Si) and Si can amount to a few percent of the lattice mismatch strain at

the growth temperature [4], and are additive to the elastic strain for GexSi1�x –Si (i.e., the thermal

expansion coefficient for Ge, 5.9 � 10�6 K�1 is greater than that for Si, 2.2 � 10�6 K�1). The elastic

strain is compressive, i.e., the lattice parameter of Ge(Si) is greater than that of Si. Using tabulated values

for G and y, the biaxial stress in the coherent GexSi1�x film is of order 10x GPa, and the volumetric

stored elastic strain energy is several hundred megajoules per m3 for pure Ge/Si. These enormous strain

energies and stresses will seek routes to relax, and the main relaxation mechanisms are summarized in

Figure 26.1. In the absence of any relaxation mechanisms (Figure 26.1a) the epitaxial layer grows

coherently and in planar fashion. The lattice strain causes a tetragonal distortion of the unit cell, and

the epitaxial layer strain, stress and elastic stored energy are given in Equation 26.1 to Equation 26.3. A

general mechanism for epitaxial strain relaxation is roughening or islanding of the surface, and is the

main mechanism of interest in this chapter. As shown in Figure 26.1b, this allows the interatomic bonds

at the surface to relax toward their equilibrium lengths. Other strain-relaxation mechanisms are

interfacial misfit dislocation injection, as described elsewhere in this volume, and interfacial interdiffu-

sion (Figure 26.1d and c) respectively. Of course, all three relaxation mechanisms can and do operate to

differing degrees in parallel. The primary goal of this chapter is to describe in some detail the mechanism

(Figure 26.1b), and how it can be used to controllably generate heteroepitaxial clusters of Ge(Si) on Si

surfaces that can be viewed as quantum dots, i.e., as individual electronic or optoelectronic device

elements that can store, transfer, absorb or emit electrons, holes, or photons.

26.3 Roughening and Islanding as a Strain-Relief Mechanism

The introduction of surface topography into a compressively strained film allows relaxation of bond

length and angles in the surface region, and thereby allows the relaxation of strain energy in the system.

FIGURE 26.1 Schematic illustrations of strain-relief mechanisms in lattice-mismatched heteroepitaxy. (a) Tetra-

gonal coherent straining of the epitaxial layer. (b) Strain relaxation through surface topography. (c) Strain relaxation

through interdiffusion. (d) Strain relaxation through misfit dislocation injection.
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Of the mechanisms described in Figure 26.1, this particular mechanism tends to be the most dominant

at lower epitaxial film thicknesses, where the perturbed surface region is a greater fraction of the total

epitaxial film thickness. Surface topography does also persist to greater epitaxial film thicknesses, and

generally couples with misfit dislocation injection in this limit. Islanding in the Ge(Si)–Si system is also

frequently coupled with interdiffusion with the Si substrate, as will be discussed later in this chapter. As

first demonstrated by Eaglesham and Cerullo [5], deformation of the local substrate region also occurs.

The formation of coherent islands in strained layer epitaxy—at least in systems with relatively high

lattice mismatch strain (greater than a few percent or so) generally occurs in the Stranski–Krastanov

mode, as is the case for Ge(Si)–Si [5]. In this growth mode, the heteroepitaxial deposit initially wets the

substrate as a planar thin film. In epitaxy of pure Ge on Si(1 0 0), this ‘‘wetting layer’’ is generally a few

atomic monolayers thick. Subsequent growth of the heteroepitaxial film then occurs by growth of

strained islands on the wetting layer. It is these islands that can be viewed as potential ‘‘quantum

dots’’ for nanoelectronic or nanophotonic applications.

In epitaxy of pure Ge–Si(1 0 0), the subsequent morphological evolution follows a well-documented

series of transitions of island geometries that minimize the combined contributions of surface and strain

energies, as will be described in the next section of this chapter. In principle, the same series of

transitions occur for GexSi1�x –Si(1 0 0) epitaxy, but it is observed that the associated length scales

increase substantially with decreasing strain [6–8]. Thus, a key issue becomes whether there is sufficient

adatom mobility at the operative growth rates and growth temperatures to realize surface transport over

the necessary length scales to attain the equilibrium structures. In the limit of the equilibrium structures

attained, the observed surface morphological states relax of order 30 to 50% of the elastic strain [6]. In

regimes of more limited adatom mobility, more complex morphological states are observed, as will be

discussed in a later section.

For lower misfit (ca. �2% lattice mismatch) strain, wetting layer thicknesses are sufficiently large that

morphological strain relaxation can be viewed as a roughening, rather than as an islanding transition. In

either event, models of strain relief are generally formulated in continuum or atomistic frameworks.

Continuum approaches generally balance the relief of elastic strain energy with the increase in surface

energy caused by surface roughening [9–14]. Atomistic formulations generally minimize the total system

energy, including contributions from step and step interaction energies [15–17].

Strain-driven surface roughening may be understood in terms of diffusive mass transport from

regions of high to low strain energy density. Consider a coherent lattice-mismatched film with an

undulated surface. The lattice mismatch strain will produce a nonuniform stress distribution, with

relaxation (and hence lower strain energy density) at the peaks of the perturbation and stress concen-

trations (higher strain energy density) in the troughs (Figure 26.2). The resulting lateral variation in

strain energy density drives atomic transport from troughs to peaks. Opposing this transport is the

resulting increase in surface energy. Continuum models show that above a critical wavelength of the

surface morphology (i.e., such that the amount of additional surface area created is less than for a

topology of the same amplitude but lower wavelength), the relief of strain energy is the dominant

process in the system [11,12]. Thus, both the amplitude of the perturbation and the magnitude of the

variation of stress distribution between peak and trough are predicted to grow. In the case of Ge(Si)–

Si(1 0 0) epitaxy, this, in turn, leads to preferential bonding of Ge atoms at the peaks, where the local

lattice parameter is larger [18]. These continuum approaches predict that any planar strained film is

unstable with respect to roughening as a strain-relief mechanism.

Atomistic frameworks inherently incorporate energy barriers to roughening or islanding transitions,

because of the energy associated with the atomic steps necessary to create surface morphology. They,

thus, predict that planar-strained films are metastable with respect to roughening. Of course, atomic

steps are always present on a surface, particularly in the case of standard Si(1 0 0) substrates, which are

typically only specified to azimuthal directions within a few tenths of a degree of (1 0 0)—thus

necessarily containing relatively high-step densities (interspersed by regions of (1 0 0) terrace) to

accommodate the substrate misorientation. In fact, interaction energies between these steps produce a

likely mechanism for surface roughening or islanding. In the case of compressively strained Si (and, by
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extension, Ge and GexSi1�x), step interaction energies encourages bunching of surface steps [19,20]. This

provides a potential mechanism for the initial formation of islands and roughened surfaces in strained

epitaxial films [7,8]. Such atomistic models provide more realistic treatments of the initial formation of

rough surfaces, and help explain the specific morphological transitions that occur in the Ge(Si)–Si(1 0 0)

system. Continuum approaches, however, have provided key insight into the balance between strain

energy and surface energy in roughening transitions. In summary, both sets of models have provided a

strong foundation for both qualitative and quantitative understanding of morphological transitions in

Ge(Si)–Si(1 0 0), and many other strained layer systems.

26.4 Equilibrium Strain-Driven Morphological Transitions in
the Ge(Si)–Si System

With the background of the previous section, observed morphological transitions in the Ge(Si)–Si(1 0 0)

system may be qualitatively (and, to a degree, quantitatively) understood. We first concentrate on the

series of equilibrium transitions in Ge–Si(1 0 0), and then extrapolate to GexSi1�x –Si(1 0 0).

As described previously, the fundamental growth mode in Ge(Si)–Si is the Stranski–Krastanov mode,

whereby a thin wetting layer is first formed, followed by island formation. The thickness of the wetting

layer for Ge–Si(1 0 0) is of order a few monolayers, depending somewhat upon the growth conditions

and the exact surface chemistry. Atomistic details of the evolution of this Ge wetting layer on Si(1 0 0)

Stress (GPa)

0.33

−0.19

−0.71

−1.23

−1.75

−2.27

−2.79

−3.31

−3.83

−4.35

Si substrate

Ge0.3 Si0.7

FIGURE 26.2 Finite element calculation using anisotropic elastic constants of the stress distribution

(sxx , perpendicular to the sinusoidal modulations) in a Ge0.3Si0.7 film with a mean thickness of 50 nm and a

one-dimensional sinusoidal surface modulation with an amplitude of 40 nm and a period of 250 nm. Stress contours

are in GPa, where negative values correspond to compressive stress in the film. Calculations are performed with

ANSYS 7.1. (Courtesy of C.C. Wu.)
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are described in Ref. [2]. The initial islands that form on the wetting layer surface are of relatively

low aspect (height–diameter) ratio, and evolve relatively rapidly into a geometry that is bounded

primarily by {5 1 0} facets, the so-called ‘‘hut cluster’’ geometry, as described by Mo et al. [21]. (Note

that intermediate stages between the planar wetting layer and the hut cluster geometry also exist, e.g.,

Ref. [22].) The hut clusters are coherent to the substrate (i.e., free of misfit dislocations). In this

first stage of the morphological evolution, minimization of surface energy (that scales with surface

area) is more significant than minimization of strain energy (an approximately volumetric term). In

strained Ge(Si), the {5 1 0} surface has a particularly low energy [23], discouraging growth to higher

aspect ratio facets which, while they would be more efficient in reducing strain energy, have higher

surface energy. As the individual clusters grow, volumetric energy terms (i.e., strain energy) become

increasingly important with respect to areal energy terms (i.e., surface energy), and the clusters undergo

a transition to a higher aspect ratio geometry, termed ‘‘dome clusters’’ bounded predominantly by {3 1

1} facet [24]. This facet represents the next major cusp in the energy-orientation diagram, and thus

produces a dome cluster configuration whose decrease in surface energy with respect to a hut cluster of

the same volume more than compensates for the increase in strain energy. For pure Ge–Si(1 0 0) the

initial dome clusters are still coherent to the substrate. With increasing growth of the dome clusters,

they eventually dislocate. Subsequent growth beyond this coherent–incoherent transition has been

shown to be cyclical, according to the need to digitally introduce additional dislocations, each of

which has an energy barrier associated with its introduction [25]. These morphological transitions are

summarized in Figure 26.3.

The length scales associated with these transitions have been studied by multiple authors. In

particular, the transition between the cluster and dome states has received much attention, and generally

occurs at lateral island dimensions of order a few tens of nanometers [26,27]. The transition between

coherent and dislocated domes generally occurs at dimensions of order 60 to 70 nm [28,29]. It should be

stressed that these dimensions pertain to growth on clean Si(1 0 0) surfaces, and for Ge growth

temperatures and deposition rates where the time at temperature is such that significant diffusion

does not occur between Ge clusters or wetting layer and the Si substrate. Relatively rapid stress-enhanced

diffusion occurs between these entities, as been documented by multiple authors [30–33]. With

increasing Si incorporation into the clusters, the cluster strain is reduced, and the corresponding length

scales of transitions (i.e., from hut to dome, and from coherent dome to incoherent dome) increase. The

chemical state of the substrate is also key in determining the relevant length scales. The effects of

surfactant species, such as P, Ga, and B, have been studied by several authors [34–37], and have shown

that cluster facets, aspect ratios, and transition dimensions are affected by the presence of the surfactant

Substrate

Wetting layer

(a) (b) (c) (d)

Hut clusters Domes Dislocated domes

Q�

1�

FIGURE 26.3 Equilibrium series of morphological transitions for Ge(Si)–Si(1 0 0). (a) Ge wetting layer, (b) {5 1 0}

facetted hut cluster, (c) coherent dome cluster with dominant {3 1 1} facet, and (d) dislocated dome cluster.
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species. For example, the transition from coherent to dislocated clusters was found to be reduced to

20–30 nm as a function of the presence of Ga from near-surface focused ion beam (FIB) implantation

[35], corresponding to a significant increase in the cluster aspect ratios with respect to classic hut and

dome geometries on the clean Si(1 0 0) surface. In addition, chemical surfactants can also cause the

growth mode to change from the Stranski–Krastanow to Frank van der Merwe (i.e., three-dimensional

clusters without a wetting layer).

Essentially similar sets of transitions (wetting layer–hut clusters–dome clusters) have been observed

for GexSi1�x –Si(1 0 0) epitaxy for Ge compositions as low as x ¼ 0.2 (« ¼ 0.01) in the limit where the

growth temperature is sufficiently high that adatom mobility is high enough to allow the equilibrium

lengths scales to be attained [6]. Evolution of the wetting layer into {5 1 0} facetted hut clusters via

growth and increasing contact angle of stepped mounds in GexSi1�x –Si(1 0 0) has been observed by

real-time LEEM imaging [7,8]. A number of studies have shown that length scales (wetting layer

thickness, cluster transition dimensions, etc.) scale inversely with strain [6–8], so reducing the strain

in the system means that adatoms have to migrate further to achieve equilibrium structures—for

example achieving the wetting layer–hut cluster–coherent dome cluster sequence at x ¼ 0.2 in

GexSi1�x –Si(1 0 0) requires growth temperatures 7008C or higher [6]. At lower growth temperatures,

with more limited adatom migration lengths, different configurations are observed, as summarized in

the next section.

26.5 Non-Equilibrium Strain-Driven Morphological Transitions
in the Ge(Si)–Si System

We have established in the previous section that a well-defined series of morphological transitions occurs

under conditions of sufficient adatom mobility to allow attainment of equilibrium microstructures in

the Ge(Si)–Si(1 0 0) system. However, under conditions of reduced adatom mobility, different micro-

structures form. At sufficiently reduced growth temperatures (whose magnitudes depend strongly

upon lattice mismatch strain, but are typically below about 350 to 4008C), surface migration

lengths and islanding or roughening are largely suppressed. Under these conditions the film necessarily

grows in a quasi-planar fashion, but with high densities of point defects (and for sufficiently high

epitaxial layer thicknesses, interfacial misfit dislocations). Such structures contain extremely high strain

energy densities.

A more complex regime is the region of intermediate adatom migration lengths, i.e., where adatoms

can diffuse over significant distances, but not over sufficient lengths to attain the equilibrium micro-

structures described in the previous section. In this intermediate regime, periodic surface roughening is

frequently observed, as described in Section 26.3 [18,38–40]. However, under specific ranges of kinet-

ically limited growth conditions, well-defined but more complex microstructures may exist. We have

recently described a new metastable morphological transition state that occurs during growth of

GexSi1�x–Si(1 0 0) with 0.2 < x < 0.4 within the specific ranges of epilayer growth temperature and

growth rate [41–44], the ‘‘quantum dot molecule.’’ The essential microstructural evolution is shown in

Figure 26.4. First, shallow pits are observed to form in the growing epitaxial layer. These pits are square

(bounded by h0 0 1i directions on the growth surface), are strain relieving, do not penetrate nearly as

deep as the original Si–GexSi1�x interface, and so far as can be ascertained are not associated with

extrinsic effects such as crystalline defects or impurities. With subsequent epilayer growth, small islands

of GexSi1�x material form at each pit edge, and grow to form a continuous wall. At this point, the facet

angles of both pits and bounding island walls have stabilized at {5 1 0}. In subsequent growth, both the

‘‘molecule’’ geometry and size (which depends upon the magnitude of the strain in the epilayer, but is ca.

220 nm for Ge0.3Si0.7) are fixed, i.e., during subsequent epilayer growth, i.e., the structure essentially

conformally ‘‘floats’’ on the growth surface [44]. Such microstructures may have significant application

to exploratory nanoelectronic architectures such as quantum cellular automata (QCAs), as described in

later sections of this chapter. A similar geometry microstructure has been previously reported in the
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literature, but in that case was linked directly to carbon contamination at the Si substrate–Si buffer layer

interface [45]. Neither the geometry, nor the evolution, of the present quantum dot molecules are

consistent with that microstructural history.

26.6 Controlled Growth of Quantum Dot Arrays

For the great majority of electronic or nanoelectronic device architectures that might employ quantum

dots, ordering of the quantum dots, either into single spatial frequencies or into more complex patterns,

is desirable or necessary. Thus, there has been a great deal of work in the literature focusing upon

techniques to control the nucleation sites for quantum dots, or seeking mechanisms by which the

quantum dots self-organize into ordered arrays.

(a) (b)

(c)

FIGURE 26.4 Evolution of the quantum dot molecule surface morphology for growth of Ge0.3Si0.7 –Si(1 0 0) at

a growth temperature of 5508C and a growth rate of 0.9 A/sec. AFM scans are 5 mm � 5 mm in area. Ge0.3Si0.7

film thicknesses are (a) 0, (b) 15, and (c) 30 nm. Image (a) shows that immediately following growth of the Si

buffer layer, the surface is close to atomically flat morphology with no pre-existing pits. Enlarged images of

quantum dot molecule structures are shown in the insets to (b) and (c). The RMS surface morphology amplitudes

are 0.14, 0.21, and 1.1 nm in (a), (b), and (c), respectively. (Images by J. Gray, J. Floro, and R. Hull. With

permission.)
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Perhaps the earliest work on the formation of ordered quantum dot arrays was based upon harnessing

the strain field interactions between quantum dots. In ‘‘quantum dot superlattices,’’ where successive

layers of quantum dots are separated by intervening spacer layers of the same material as the substrate

(i.e., in the present case, layers of coherent Ge(Si) quantum dots separated by Si spacer layers), strain

field interactions between quantum dots increasingly organize the two-dimensional arrays of dots in

successive layers [46,47]. This is because the strain field associated with a Ge quantum dot in one layer

produces a surface strain (dilation) field that encourages localized nucleation of a QD in the successive

layer. Thus the QDs form in columns. Further, the three-dimensional minimization of the total crystal

strain energy encourages the QDs to organize within the two dimensions of each QD layer [46] (this can

be accomplished by tilting, or even by the disappearance of individual columns). These processes are

illustrated by three-dimensional tomographic FIB images in Figure 26.5. It should be emphasized that

one challenge in creating such QD superlattice structures is that on Si capping, individual dots often

dramatically decrease their aspect ratio (i.e., flatten), particularly for dots with higher Ge concentrations

and at higher growth temperatures [48,49]. Maintenance of Ge(Si) quantum dot aspect ratios therefore

generally requires growth of a lower temperature (ca. 300 to 3508C) layer at the start of the capping

sequence, followed by ramping to the standard epitaxial growth temperature to recover crystalline

quality [50].

But how can quantum dots be organized into either more complex patterns, or single layers of

quantum dots be ordered into a periodic array? One method is to lithographically open windows in, for

example, an SiO2 layer on a Si substrate, and to achieve local nucleation of Ge in the windows [51,52]. A

broader set of mechanisms is available through appropriate ‘‘templating’’ of the substrate surface. As

illustrated in Figure 26.6, there are multiple mechanisms by which local surface modification can be

expected to control nucleation sites for quantum dots. One method is to introduce topography into

the surface. The additional degree of freedom associated with a free edge creates a logical site for a

strained nucleus to form, as the underlying substrate can more readily deform. The use of mesa edges

and facets has been demonstrated to be highly effective in localizing nucleation [53–56]. Similarly, at

the more atomistic scale, steps or step bunches are preferred attachment sites [57]. Additional methods

are local modification of surface crystallinity or chemistry. Both may affect local adatom diffusivity

and attachment energies, thereby localizing the probability of forming a critical nucleus. Another

method of modifying the local chemistry is desorption using a scanning probe microscope tip

of hydrogen from Si(1 0 0) surfaces at temperatures below 5358C (while the hydrogen-terminated

FIGURE 26.5 Focused ion beam tomographic image showing evolution of quantum dot columns in a Ge quantum

dot superlattice sample. Ge quantum dot layers are grown with an equivalent planar layer thickness of 1.4 nm at 7508C.

Intervening Si spacer layers are grown with 20 nm at 3008C, and 80 nm at 7508C. The spatial resolution in the vertical

direction was intentionally decreased so that the evolution of the columns could more easily be observed. The column

in blue terminates during the growth of the superlattice structure. (Image courtesy of A. Kubis. With permission.)
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surface remains stable elsewhere), allowing local epitaxy of Ge in the desorbed regions [58]. Buried

strain centers can also localize nucleation because of the creation of associated dilation or compression

fields at the crystal surface. For example, both buried SiO2 precipitates [59] and buried misfit disloca-

tions [60–62] have been shown to localize Ge quantum dot nucleation on Si(1 0 0) surfaces. Finally,

for the case of chemical vapor deposition (or other related thermally activated deposition mechanisms)

variations in local surface chemistry can affect the surface reactivity and hence local deposition rates

[34,63].

One method by which all these mechanisms can be explored is through local Gaþ FIB modification of

the substrate surface. The FIB can create controlled local surface topography through sputtering,

modifies the surface crystallinity (creating surface amorphization for implantation into Si at room

temperature, which can be fully recovered by moderate time–temperature annealing cycles), modifies

the local surface chemistry (and hence reactivity) through the implanted species, and creates local strain

centers due to residual defects. In Figure 26.7, we show how such FIB implantation (performed in

conjunction with ultrahigh vacuum chemical vapor deposition, and transmission electron microscope

(a) (b)

(c) (d)

(e)

FIGURE 26.6 Schematic illustration of basic mechanisms for local modification of substrate surface structure for

templated heteroepitaxial assembly. Local modification of (a) crystallinity, (b) topography, (c) surface lattice

parameter from buried stressors, (d) surface chemistry, and (e) surface reactivity. ‘‘Atoms’’ are shown as solid circles.

The lengths of lateral arrows in (a) and (d) indicate variations in local surface adatom mobility. The solid rectangular

regions in (a) and (c) indicate regions of disturbed crystallinity (or second phase inclusions in the case of (c)). The

solid rectangular regions in (d) and (e) represent regions of locally modified chemistry.
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imaging, all within the same integrated instrument), can successfully localize nucleation in Ge–Si(1 0 0)

[35,42,63]. In fact this method convolutes possible effects from local modification of surface crystallin-

ity, surface reactivity and strain, but extensive experiments suggest that localized nano-topography and

strain fields are the primary mechanism for controlling nucleation [35,63].

26.7 Potential Nanoelectronic and Nanophotonic Device
Applications

Nanoelectronic and nanophotonic device applications of GexSi1�x –Si heterostructures are dealt

with extensively elsewhere in this volume, but specific opportunities exist for harnessing the properties

of Ge(Si) quantum dots. One exploratory application is the use of QD quadruplets as cells for QCAs

[64–66]. In this architecture, extra charges (electrons or holes) will occupy opposite corners of the cell,

creating bistable states that can form the basis of digital logic. The quantum dot molecule geometry

discussed in Section 26.5 has the appropriate geometry to form individual quantum dot cells, providing

groups of cells can be organized into the correct patterns for QCA circuits. We have demonstrated the

ability to organize the quantum dot molecules using topographic forcing functions on the substrate

surface, such that the dimensions of interstices between holes in a two-dimensional array match to the

dimensions of the quantum dot molecules (Figure 26.8). Other potential uses of quantum dot arrays

include single electron transistors [67,68] and memory elements, either in epitaxial structures or

embedded in oxides [69–71]. In all cases, the ability to accurately control the spatial distribution of

quantum dots is key to successful realization of these nanoelectronic applications. While Ge, Si, and

GexSi1�x are of course indirect semiconductors, the optical properties of embedded Ge(Si) quantum

dots are also a topic of active research, including the ability to tune optical emission wavelength through

the dot dimensions, for example in photovoltaic applications [72–75]. Applications to potential

quantum computing applications [58], and thermoelectric properties of Ge quantum dot superlattices

are also being explored [76].

FIGURE 26.7 Local control of Ge–Si(1 0 0) cluster nucleation by focused ion beam prepatterning. Images are from

transmission electron microscope imaging in situ to the FIB and deposition capabilities. Left-hand image shows in

situ as-patterned Si(1 0 0) surface (25 keV Gaþ, 10 pA, 100 ms per feature). Right-hand image, following annealing

and Ge deposition by chemical vapor deposition (digermane source) at 6008C (Ge clusters are the bright dots as

indicated by the red arrow). (Images by M. Kammler, F. Ross, and R. Hull. With permission.)
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26.8 Summary

The high mismatch strain in the GexSi1�x –Si system provides a natural driving force for cluster

(quantum dot) assembly during heteroepitaxy. The equilibrium set of morphological transitions that

occur during growth in this system are well documented and reasonably well understood, at least for the

(1 0 0) surface. Transitions under nonequilibrium (i.e., kinetically limited) growth conditions are less

well explored and understood, although it is clear that fascinating metastable structures, such as the

quantum dot molecule, can occur. Substantial progress has been made by several groups in localizing

cluster nucleation into desired arrays or patterns, although no technique to date has fully demonstrated

the necessary combinations of spatial accuracy, field of view, and acceptably low error rates necessary for

practical application of most potential nanoelectronic device concepts. Further advances in this area are

necessary to accelerate the development of applications.
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27
Overview:

Optoelectronic
Components

John D. Cressler
Georgia Institute of Technology

Given the natural ease with which monolithic integration can be realized in silicon, the merger of the

photonics world and the electronics world would seem to offer compelling advantages, at least for the

long-haul. Clearly, with respect to light emission and detection, Si (or SiGe) with its indirect bandgap is

at a significant disadvantage with respect to their III–V counterparts. Nevertheless, significant progress

has been made in Si-based light emitting diodes, as disucssed by K.L. Wang of UCLA in Chapter 28,

‘‘Si–Si LEDs.’’ For shorter wavelength applications, much has been accomplished in realm of light

detectors, as discussed in Chapter 29, ‘‘Near-Infrared Detectors,’’ by L. Colace of the University of

Rome, and Chapter 30, ‘‘Si-Based Photonic Transistors Devices for Integrated Optoelectronics,’’ by W. Li

of Linköping University. The quest for useful levels of light emission in Si is an old one, and while at first

glance it might seem a laughable prospect, bandgap engineering facilitates a number of interesting

possibilities that is fueling serious interest. In Chapter 31, for instance, ‘‘Si–SiGe Quantum Cascade

Emitters,’’ by D. Paul of the University of Cambridge, the potential for light emission is the Si–SiGe

system is addressed using quantum cascade techniques. In addition to this substantial collection of

material, and the numerous references contained in each chapter, a number of review articles and books

detailing the operation and modeling of various optoelectronic components exist, including Refs. [1–5].
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28.1 Introduction

Light emitting diodes (LEDs) are one of the major components in realizing optoelectronic functions.

However, it is well known that Si is an indirect bandgap material, and therefore, its luminescence

efficiency is quite poor compared to III–V direct bandgap materials. Due to the nature of its indirect

bandgap, the radiative recombination in Si at the band edge needs phonon assistance to maintain the

momentum conservation. The transverse optical (TO) phonon-assisted peak dominates the emission

spectrum. Due to the multiparticle nature of the recombination process, the radiative lifetime of the

carriers is much longer compared to direct transition recombinations. Germanium bandgap is also

indirect, but the direct valley at G point is only 0.15 eV higher than the indirect valley. Thus, excited

electrons can enter both valleys, and recombination occurs via direct and indirect emission channels.

Thus, it is possible to observe direct transitions from thin samples [1]. However, the output is weak due

to reabsorption by the material, phonon scattering and low carrier density in direct valley. Nevertheless,

people were persistently exploring possible solutions for efficient radiation in Si- and Ge-based materials

on silicon substrate, such as porous silicon [2], Si or Ge quantum dots embedded in larger bandgap

matrix, e.g., SiOx [3,4] and a-Si:H [5]. The incorporation of rare-earth atoms into silicon has also been

studied. Erbium-based emitters take advantage of the intra-4f shell transitions at 1.54 mm [6]. Room

temperature electroluminescence (EL) of erbium-doped silicon LEDs has been reported [7].

Ge and SiGe can be epitaxially grown on a Si wafer with higher quality and fewer problems than III–V

materials, since Ge and Si all belong to group IV. SiGe structures are fabricated by MBE or LPCVD

techniques to maintain their lattice structure integrity, though defects such as misfit dislocations

and point defects always appear in a certain degree. These materials include SinGem strained layer

superlattices (SLSs), Si1�xGex quantum wells, and Si1�xGex quantum dots [8–12].

28.2 LED Design

The idea of Brillouin-zone folding was first proposed by Gnutzmann and Clausecker [13]. A two-material

superlattice with a period of several monolayers can fold the X valley back to the G point. For Si, the

conduction band minima is at 0.85(p/a). By growing SinGem SLS, the conduction band minima can be

folded to the G point due to the artificially increased lattice constant in the growth direction, so that an

enhancement of luminance is expected due to the direct transition in the SLS. Zone-folding ideas have

been studied theoretically [13,14] and experimentally [15–19]. Low temperature and room temperature

[19] EL and photoluminescence (PL) have been observed from Si–Ge superlattice structures. With the
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study of absorption threshold behavior [20], transition mechanisms of the EL have been explored. It was

shown that bandgap-related transitions as well as defect-related transition might contribute to the EL

spectra. However, the transition matrix element calculation shows that the oscillator strength of the direct

transition is still at least one order of magnitude lower than in direct III–V semiconductors [21].

Other approaches include realizing quantum structures inspired by the quantum confinement effect.

Since the bandgap of Si (1.15 eV) is larger than that of Ge (0.67 eV), it is possible to form wells for

carriers in SiGe heterostructures. The ideal situation is to have a type-I (as shown in Figure 28.1a) band

alignment between the two materials, i.e., both electrons and holes are confined in Ge wells. However, in

reality, the band alignment between Si and Ge is typically type-II (as shown in Figure 28.1b), that is,

holes are confined in Ge and electrons in Si. Nevertheless, researchers were able to achieve light radiation

in such structures up to room temperature. In quantum dots, due to strong carrier localization within a

space of less than 10 nm, the momentum is a poorly defined physical quantity and does not have to be

conserved, resulting in enhanced no-phonon luminescence.

In this section, we present the experimental results of PL and EL in this field. The results from SinGem

SLSs Si1�xGex quantum wells, and Ge QDs will be presented separately.

Studies show that if SLS is grown on a Si substrate, due to the strain effect on the band structure, the in-

plane four-fold conduction band minima, instead of the two zone-folding conduction band minima, are

lowest in energy. So the superlattice needs to be grown on a SiGe substrate. Figure 28.2 shows the

calculation results of Si5Ge5 grown on the Si structure and Si0.5Ge0.5 alloy buffer layer, respectively, using

the effective mass approximation. The upper graph shows that the lowest interband transition for the SLS

on Si substrate is an indirect transition between the nonfolded conduction band minima to the heavy hole

states. And the lower graph shows direct transitions with both the conduction band minimum and

valance band maximum in the SLS region. One way to obtain the SiGe substrate is to grow a SiGe-

completed relaxed buffer layer with the strain of Si and Ge in the superlattice canceling each other [15,22].

The major problem of the fully relaxed buffer layers is the large number of misfit dislocations generated

during strain relief [17]. One way to minimize the defect density in the buffer layer so as to improve the

superlattice film quality is to grow a thick buffer layer aswell as a partially strained buffer layer [23]. It is

also known that higher growth temperature is good for defect-free films. One monolayer (ML) of Sb is

used to reduce the intermixing of Si and Ge at interface under high growth temperature [24].

Figure 28.3 shows the EL and PL spectra for 250 nm Si5Ge5 grown on 1 mm thick Si0.5Ge0.5 buffer

layer. The samples were grown as p–i–n structure and processed with standard silicon technology for

waveguide LED structures. The EL was measured at an injected electrical power of 25 mW at 5 K. The

FIGURE 28.1 (a) Type-I band alignment, where holes and electrons are confined spatially in the same location. (b)

Type-II band alignment, where holes and electrons are spatially separated.
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FIGURE 28.2 (a) Bandgap and band aligments for Si5Ge5 superlattices grown pseudomorphically on a silicon

substrate and on a fully relaxed Si0.5Ge0.5 alloy buffer layer. (b) Comparison between EL and PL for a Si5Ge5

superlattice grown on a 1-mm thick fully relaxed Si0.5Ge0.5 alloy buffer layer. The inset shows the comparison

between absorption and photoluminescence spectra. The absorption spectrum is plotted on a logarithmic scale.

(After U Menczigar, G Abstreiter, J Olajos, H Grimmeiss, H Kibbel, H Presting, and E Kasper. Phys Rev B 47:4099–

4102, 1993. With permission.)
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Photoluminescence spectra at (a) 4.2 K and (b) 77 K, and (c) electroluminescence spectrum with 10 mA drive current

and heat sink temperature at 80 K. (c) Electroluminescence spectra with room temperature heat sink with 15 mA

drive current. (After Q Mi, X Xiao, JC Sturm, LC Lenchyshyn, and MLW Thewalt. Appl Phys Lett 60:3177–3129,

1992. With permission.)
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light emission is attributed to the intrinsic superlattice region because of the same energy peak for the PL

and EL. The absorption spectrum measurements show that the resonance energy is in agreement with

PL result of 0.76 eV. Thus the PL and EL spectra of the strained Si5Ge5 superlattice are likely due to

bandgap-related transitions [21].

Another structure for light emission is SiGe quantum wells. Characteristic features of such lumines-

cence are the phonon replicas found in indirect bandgap semiconductors plus a signal near the bandgap

due to direct exciton recombination without any phonons involved [25]. At T < 20 K the PL is

dominated by shallow bound excitons (BE), while at T > 20 K it is dominated by free excitons (FE).

No-phonon (NP) emission from FE is the result of alloy effects and was first observed in bulk unstrained

alloys [26]. PL and EL of pseudomorphic Si/Si1�xGex multiple quantum wells (MQW) and single

quantum wells (SQW) grown by molecular beam epitaxy (MBE) at 4008C were first reported by Noel

et al. PL signal with a line width of about 100 meV was observed after thermal annealing at temperatures

above 5508C. The PL peaks, however, were observed about 100 meV below the expected bandgap [27].

Band edge PL due to exciton recombination was first obtained from strained Si0.958Ge0.042 by Terashima

et al. [28]. EL at 1.2 mm from a pseudomorphic Si0.8Ge0.2 alloy grown by CVD at 6108C was demonstrated

by Robbins et al. at 77 K [29]. EL (1.3 mm) from strained Si0.65Ge0.35 was obtained at room temperature

with the internal quantum efficiency having a lower limit of 2 � 10�4 [25]. Then EL was observed at

temperature up to 608C in p-type strained Si0.65Ge0.35�Si MQW grown on Si(1 1 1) substrates by Fukatsu

et al. The no-phonon (NP) line and its TO phonon replica were well resolved in the room temperature EL

spectrum at growth temperature of 8008C. These experimental results also show that for a structure grown

at a temperature lower than 5008C, the defect-related line dominates the luminescence spectra, while for

high-temperature grown sample, bandgap-related PL signals can be observed [21].

As shown in Figure 28.3a, the sample consisted of ten layers of Si0.65Ge0.35 quantum wells placed

inside the intrinsic region of a p–i–n diode. Figure 28.3b shows the PL results at 4 K and 77 K. The peaks

near 896 and 842 meV in the 4.2 K spectrum were identified as the NP and the TO replica, respectively.

The 77 K spectrum has a clear NP peak at 924 meV. The EL spectrum (I ¼ 10 mA, 400 Hz modulation,

50% duty cycle) at a heat sink temperature of 80 K is also shown. Based on the similarity of the EL and

PL spectra, we conclude that the physical mechanisms responsible for recombination are transitions of

electrons directly from conduction band to valence band, not involving deep levels. It is also important

to note that the peak emitted from the NP line is at 1.34 mm. Figure 28.3c shows room temperature EL,

which is insensitive to temperature from 77 K to room temperature. Although some emissions due to

the TO replica from recombination in the Si layer are observed, well over 70% of the emitted spectrum is

from the Si0.65Ge0.35. Internal quantum efficiency was estimated to have a lower limit of 2 � 10�4 at

room temperature [25].

We now discuss the fabrication and measured results of LEDs based on Ge quantum dots. Ge QDs can

be grown on Si substrates using both solid source and gas source MBE as well as LPCVD. The dots are

formed via the Stranski–Krastanov mode, beginning with layer-by-layer growth followed by island

formation. The key driving force of the dot formation is the 4.16% lattice mismatch between Si and

Ge. At the beginning of the growth of Ge on Si, misfit strain is built up but is fully accommodated. Once

the Ge film thickness exceeds its critical thickness of a few (three to four) monolayers, the strain starts to

relax by forming three-dimensional pyramidal islands, and the surface of the layer becomes rougher.

Those small islands may evolve into large domes upon subsequent Ge deposition. When the Ge thickness

exceeds 20 Å or so, misfit dislocations form to relax the additional strain arising from the accumulation

of the film thickness [30]. The areal dot density is typically on the order of 108 to 1010 cm�2. Some

groups reported dots density as high as 1011 cm�1 by carbon deposition prior to Ge growth [31,32].

Usually dots have variable shapes, i.e., pyramid, dome, and superdome. The dots’ height ranges from 3

to 10 nm, and the dot base ranges from 25 to 100 nm. With increasing growth temperature, there is

significant interdiffusion between the grown Si and Ge. Thus, the dots are not pure Ge and the content

inside the dot is not uniform. Investigations indicate that the dots have a Ge-rich core with less Ge

content in the outer side [33]. The island formation results in partial relaxation, thus there is some

residual strain inside the dot. The bottom of the dot is compressively strained while the top is more
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relaxed. These dot properties can be controlled by modifying the growth conditions, including substrate

temperature, growth rate, and doping. After the formation of Ge dots, there are three monolayers of Ge

remaining on the Si surface in addition to the dot locations, which is called the wetting layer. Multilayers

of Ge dots are often grown to enhance the optical properties, which can be achieved by repeatedly

growing a layer of Ge dot covered by a Si spacer layer. It is well known that the subsequent Ge quantum

dot is preferentially nucleated on top of the underlying one when the Si space layer is thin [34,35].

Electroluminescence studies were carried on p–i–n or p–n LED structures; the substrates can be either

p-type or n-type. The Ge dots are grown on the intrinsic or lightly doped region. Holes and electrons are

injected from the p- and n-type contact Si layers, and recombination occurs in the center region. Since

holes can be confined in Ge dots very easily due to their large effective mass and the large valence band

offset, at low temperatures, the luminescence from Ge dots is significant. The transition is similar to the

PL transition. That is, holes from the dots and electrons from the surrounding Si layers are within the

electron de Broglie wavelength. This is also due to the type-II band alignment between the two materials

obtained by these growth methods. Electrons cannot stay in Ge dots since within them the energy is

higher than in Si.

Photoluminescence can be used to determine the transition energy within such Ge dot materials.

With a high-energy excitation, the photogenerated carriers relax to their ground states and recombine.

Figure 28.4 shows the low-temperature PL spectrum at 4.5 K for a typical dot sample, which consists of

ten-period Ge dot (1.6 nm)/Si (50 nm) superlattices [36]. The broad PL peak located around 0.83 eV was

attributed to the PL from the island and can be decomposed into two Gaussian line-shaped peaks at 824

and 866 meV, respectively. They were attributed to the NP transition and TO replica of the Ge islands.

The two peaks located at 1007 and 949 meV are attributed to the NPWL transition and its TOWL phonon-

assisted transitions of upper pseudomorphic wetting layers. The inset shows the possible mechanism for

the NP peak arising from the Ge quantum dots. The Ge–Si quantum dot system has been shown to have
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FIGURE 28.4 PL spectra of Ge–Si (0 0 1) islands under different excitation power levels measured at 4.5 K. In

addition to the PL peaks from Si, there are two separate components, which come from the islands and the wetting

layer, respectively. The TO and NP PL lines originating from the first wetting layer and the upper wetting layer are

indicated by TOWL1, NPWL1, TOWL, and NPWL, respectively. The PL band from the islands can be deconvoluted into

two Gaussian line-shaped peaks that are indicated by TOID and NPID, respectively. (After XZ Liao, J Zou, DJH

Cockayne, J Wan, ZM Jiang, G Jin, and KL Wang. Phys Rev B 65:153306–153309, 2002. With permission.)
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a type-II band alignment. The radiative recombination occurs between electrons in the Si layers and

holes confined in the Ge dots, giving rise to the Ge quantum dot peak in the PL spectrum. The TO

phonon-assisted peak is about 50 meV lower in energy. The enhanced no-phonon transition is mainly a

consequence of relaxed momentum conservation due to alloy-induced disorder. In addition to the Ge

peaks, peaks at 1.153, 1.095, 1.061, and 1.027 eV originate from Si and correspond to nonphonon (NP)

replica, transverse acoustic (TA), TO, 2TAþTO, and TOþOG peaks, respectively.

For the Ge dots grown in high density with carbon predeposition, the dot size can be reduced to

10 nm in diameter and approximately 2 nm in height [31]. Due to the much smaller dot height, there is

a blueshift of PL spectrum compared to the large Ge islands. It is assumed that for this kind of dot,

electrons are confined in the underlying carbon-rich layer, while the heavy holes are in the Ge-rich upper

part of the Ge islands. This band alignment is obtained from the well-known situation in neighboring

Si1�xGex/Si1�yCy quantum wells, so the recombination is spatially indirect between the two regions.

However, a temperature-dependence study showed that the thermal activation energy is only �30 meV,

due to much stronger confinement in the small size dot. The luminescence was quenched at 50 K. This

will hinder the application of LEDs with this kind of dot at room temperature.

For fully strained Ge on Si, there is a maximum band offset of 700 meV in the valence band. From

PL measurement, however, we can only obtain Ge dots with energy �400 meV below the Si bandgap.

This is believed to be mainly due to Si alloying into the islands and quantum confinement effect. In

addition, the Ge island is not fully strained, so part of the strain is also transferred into the surrounding

Si matrix, further reducing the valence band offset.

The EL peak corresponds to the energy difference between the Si conduction band edge and

the ground state in the Ge dots. At low injection, recombination from those high excited states of

holes in the Ge dots is unlikely since the relaxation of holes is very fast. Since heavy holes have a large

effective mass, and the dot lateral dimension is usually big, in the order of 50 to 100 nm, the quantized

energy-level separations in Ge dots are very small, only several meV. This is much smaller than the

optical phonon in Ge, which is 34 meV. Thus, holes can efficiently relax to ground or low excited states

via optical and acoustic phonons. EL spectra are usually broader than kT (k is the Boltzmann constant),

which is ascribed to the nonuniformity of the dot size as well as their Ge content. Chretien et al. [37]

studied the spectrum dependence upon injection current density. It was discovered that with increasing

the current density from 60 to 6000 A/cm2, there is significant blueshift of the peak. This shift is due to a

band-filling effect. They also grew Ge dots on different sizes Si mesas. At low injection current density

(60 A/cm2), the Ge dot peak experiences a blueshift with increasing the mesa size (lateral size from 5

to 500 mm).

Generally speaking, in the recombination process, energy and momentum conservation should

both be observed. But for Ge dots, the height is usually in the range of 6 to 10 nm, so the holes are

strongly confined in the growth direction. This strong confinement will relax the requirement of

the momentum conservation. It is also suggested that the alloy effect of Si and Ge will loosen this

conservation requirement. These effects improve the luminescence efficiency of Ge dots. The integrated

intensity from dots is much higher than that from Si at low temperatures. However, the efficiency is still

orders of magnitude lower than that of III–V materials. Chang et al. [12] measured the external

quantum efficiency at room temperature, 4.6 � 10�6 was obtained at injection current density of

65 A/cm2, and the estimated internal efficiency was 1.5 � 10�4. This low efficiency is mainly due to the

long radiative lifetime and poor carrier confinement as well as the presence of nonradiative centers such

as defects in the active region.

EL spectra from Ge dot samples change with measurement temperature. Shown in Figure 28.5 are the

EL spectra at different temperatures [11]. Typically, at low temperature, the luminescence from Ge is

weak while that from Si is strong. With increasing temperature, the Ge peak increases and the Si peak

quenches. The EL is relatively constant up to 225 K and then starts to decrease after this temperature.

This is because that the confined holes can be thermally excited out of the Ge dot wells at high

temperature. Through measured EL quenching characteristics, an activation energy of 230 meV was

estimated, which corresponds to the effective barrier height for holes in Ge dots. The decrease of
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luminescence efficiency at room temperature limits the application of such LEDs. However, there is a

report claiming that the integrated intensity of Ge peak remains the same at room temperature [12].

They attributed the enhanced efficiency to the low nonradiative recombination center density that is

caused by the surface passivation and thermal treatment in the processing.

The current-dependent EL intensity (L � J m) reveals the competition of radiative and nonradiative

processes in the active region. Figure 28.6 shows the dependence of integrated EL intensity (I) on current

density (j) [8]. A linear dependence was shown at low temperatures and low injection, indicating that

most of the injected carriers are radiatively recombined. At higher injection current density (>20 A/

cm2), m ¼ 0.67, which implies Auger processes (m ¼ 2/3). At room temperature, m ¼ 1.3 and 1 for

low (<20 A/cm2) and high (>20 A/cm2) injection, respectively. The superlinear dependence indicates

that a Shockley–Read–Hall (SHR) process is important due to the increased capture probability of

nonradiative centers. The linear dependence at high injection suggests that the nonradiative traps are

saturated. Talalaev et al. [38] studied this L � J m dependence and found that m to be 4.8 and 3.1 for �1

and �2 A/cm2 current densities, respectively. The variation of m was interpreted as a band-bending

change, the redistribution of the electrons within the near-contact region and progressive filling of

the electron miniband with an increase of the forward bias. A comparison of the PL and EL intensities

of the QD-related peak demonstrates a higher efficiency for an electrical excitation.

One group also tried to confine electrons near the Ge dots by decreasing the thickness of Si spacer

layer to 13 nm [10]. This is to produce a combination of self-assembled Ge dots with tensile-strained Si

close to the center of dots, which should have provided electron localization and the overlap of electron
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FIGURE 28.5 Temperature dependence of the electroluminescence of five layers of Ge QDs separated by 35-nm thick

Si barrier layers. The sample was prepared by a lamp-heated single wafer chemical vapor deposition reactor. The dot

density is around 1.7� 1010 cm�2. The quantum dots of a single Ge layer grown in the same conditions have a typical

base size of 50 nm and a height of 4 nm. (After T Brunhes, P Boucaud, S Sauvage, F Aniel, JM Lourtioz, C Hernandez, Y

Campidelli, O Kermarrec, D Bensahel, G Faini, and I Sagnes. Appl Phys Lett 77:1822–1824, 2000. With permission.)
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and hole wave functions. With this modification, a significantly enhanced Ge dot-related PL signal up to

room temperature at 1.55 mm wavelength was obtained.

28.3 Summary

Despite great efforts contributing to the development of SiGe-based LEDs, there are still two major

problems remaining. The first one is the low efficiency. As we have seen, the external quantum efficiency

is in the order of 10�4 to 10�6. This is mainly due to the long lifetime of radiative recombination process

in the material. Although it is improved with the aforementioned methods, the low efficiency still

remains the biggest obstacle for such LED devices. The other problem is the luminescence quenching at

room temperature. For most of the studies to date, the EL intensity drops at higher temperatures (e.g.,

>250 K). Relatively shallow carrier confinement is insufficient for devices operating at room temperature.

In the future, for achieving high-performance LED based on SiGe materials, carrier confinement has

to be improved. This may be achieved by a different design of the structure. The formation of very small

(1 to 2 nm in size) dots is also a possible approach because the confinement can be drastically enhanced,

thus increasing the recombination rate [39]. In device processing, roughing the surface to increase the

coupling-out of the emission from inside of the active region to the outer surface may also be important,

since Si and Ge have large refractive indexes, so the angle for the light to emit from the device is small

(�178 for Si). By roughing the surface, photons have more chances to escape from the body. Since the

emission spectra are very broad from Ge dots, it may also help to apply a Febry–Perrot resonant cavity to

select the wavelength of interest, thus prohibiting those unwanted emissions. This should increase the

efficiency at selected wavelengths.
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29.1 Introduction

The term ‘‘near-infrared’’ or NIR is most commonly used with reference to a wavelength spectral range

between 0.7 and 2.0 mm. This portion of infrared is of paramount importance in several applications,

first among them are the optical communications with transmission windows located at 0.85, 1.3, and

1.55 mm, corresponding to GaAs-based laser emission and to two minima in attenuation for standard

silica fibers, respectively. Moreover, wavelength division multiplexing for high-capacity links encourages

to using the whole interval between 1.3 and 1.6 mm (S, C, and L bands). Due to the growing demand

for wideband internet and massive data transmission, applications have shifted from long-haul point-

to-point connections to local networks down to subscribers, softening the specifications and opening

entirely new markets [1]. In addition to communications, NIR spectroscopy is employed in remote

sensing of the environment, monitoring of industrial processes, biology, and medicine. For example,

water has absorption lines that allow to detect its content in the flora for fire prevention [2], various gas

species exhibit NIR absorption bands useful for emission or toxicity analysis [3]. In addition, NIR

spectroscopy has been exploited for DNA sequencing [4], brain activity mapping [5], and cancer

detection [6]. However, since optical fiber communications remain the main field driving research in

NIR detectors, this chapter will focus on NIR detectors on silicon from the receiver standpoint.

Among semiconductor materials, SiGe alloys have allowed to fabricate novel, high performance

electronic devices such as heterojunction bipolar and field-effect transistors [7], opening new perspec-

tives also in NIR optoelectronics by exploiting the bandgap of germanium (0.66 eV), much lower than

that of silicon (1.12 eV), which is otherwise useless for detection at these wavelengths. Numerous NIR

devices have been proposed, from emitters to waveguides, couplers, modulators, and detectors [8]. The

centrosymmetry and the indirect nature of Si, Ge, and SiGe pose important limitations to SiGe devices

as compared to III–Vs; nevertheless, exploiting a few structurally related modifications such as quantum

confinement, acceptable performances have been foreseen, with the significant advantage of the com-

patibility with the unsurpassed silicon VLSI technology. The key to the success of SiGe-based optoelec-

tronics is the ability to conveniently compromise between material performance and monolithic

integration. The fabrication of embedded optoelectronics and electronics in the same process does

Cressler/Silicon Heterostructure Devices 66900_C029 Final Proof page 1 18.10.2007 4:29pm Compositor Name: JGanesan

29-1



considerably reduce alignment and interconnection problems, offering improved reliability, yield,

compactness, and reduced parasitics. Conversely, monolithic integration with SiGe requires heteroepi-

taxy, which is known to be critical for lattice-mismatched materials such as Si and Ge, with mismatch of

about 4%. In the specific case of photodetectors, material quality requirements are less stringent than in

other devices, thus encouraging toward the realization of innovative and competitive devices.

This chapter is organized as follows. After a short introduction on photodetector operation and

figures of merit in Section 29.2, Section 29.3 deals with the SiGe technology for photodiodes, focusing

on the quality of both strained and relaxed epilayers, their optical and electrical characteristics and their

bearing in device performances. Design strategies and fabrication are discussed in Section 29.4 along

with an overview of the most relevant approaches that were proven successful to date.

29.2 NIR Photodetectors

Near-infrared light detection in semiconductors is obtained by the creation of electron–hole pairs

through the absorption of photons with energy greater than the bandgap. Germanium, with its gap of

0.66 eV, allows to reveal wavelengths as large as 1.88 mm. A photocurrent is generated when a built-in or

applied electric field sweeps the carriers toward a couple of contacts (anode and cathode). Photodetec-

tors can be subdivided into three categories: photomultipliers, photoconductors, and photodiodes, the

latter being p–n or p–i–n junctions, avalanche and metal–semiconductor–metal (MSM) diodes. The pin

photodiode is by far the most commonly used in optical receivers and we will focus on it, keeping in

mind that a large portion of the following can be extrapolated to other devices.

The pin photodiode consists of an intrinsic semiconductor (active layer) sandwiched between two

heavily doped pþ and nþ regions (contacts). One of the most important figures related to the light–

current conversion is the responsivity R, defined as the photocurrent flowing per incident watt of

radiation and expressed by

R ¼ l

1:24
(1�QR)hint(1� e�aW ) (29:1)

where l is the vacuum wavelength in mm, QR the reflectivity, hint (internal quantum efficiency) the

number of collected electron–hole pairs per incident photon, a the optical absorption, and W the active

layer thickness. The maximum theoretical responsivity of l/1.24 can be approached with suitable

antireflection coatings to minimize QR, good electronic quality to grant a drift length large enough to

prevent recombination and a large product aW to maximize absorption efficiency.

The speed of the photoresponse depends on three main factors: the finite time needed by carriers to

reach the contacts, the RC time-constant, and the diffusion time of the photogenerated electron–hole

pairs outside the intrinsic layer. The transit time can be approximately written as

ttr ¼ W=mE (29:1a)

where m is the carrier mobility and E the electric field. At large enough fields (104 V/cm), velocity

saturation occurs and (29.1a) becomes

ttr ¼ W=vsat (29:1b)

i.e., transit time limitations can be reduced by decreasing W.

In the RC time constant above, R is the combination of diode series-resistance and load, while C is the

junction capacitance with the addition of parasitics. The junction capacitance can be expressed as

Cj ¼
«A

W
(29:2)
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where « is the dielectric constant of the absorbing layer and A the area of the detector. Balancing the

opposite effects of W on transit time and capacitance, an optimization can be pursued. However, a

conventional high-speed photodiode is commonly designed to be small enough (area) to be transit-time

limited, while W is set by a compromise between responsivity and speed, usually leading to W comprised

between 1/a and 2/a. More device-oriented speed parameters are the �3 dB bandwidth f3 dB and the full

width at half maximum (FWHM) of the pulse photoresponse, with 2f3 dB ¼ 1/FWHM.

The two main sources of noise are dark current and quantum noise, both regarded as shot noise.

Neglecting the background radiation, the total rms shot noise current is

i2
s ¼ 2qB(Ip þ Id) (29:3)

where q is the electron charge, B the bandwidth, and Ip and Id photocurrent and dark current,

respectively. The pertinent figure of merit is the noise equivalent power (NEP), defined as the minimum

detectable rms optical power corresponding to a unity signal-to-noise ratio. The NEP is inversely

proportional to the responsivity and scales with the rms shot noise in expression (29.3) above. In

order to reduce both the transit time and the diffusion capacitance while, sometimes, improving their

linearity, photodiodes are often operated at high reverse bias, thereby increasing the dark current and

affecting negatively their noise performance.

29.3 SiGe: A Material for NIR Detection

In this section, we discuss the SiGe material issues drawing specific attention to near-infrared light

detection. Although Si and Ge have the same crystal structure, the growth of SiGe epitaxial layers on Si is

affected by a large lattice mismatch (up to 4.2% for pure Ge on Si). At the deposition start-off, the initial

SiGe layers adjust their lattice through compression (in the growth plane) and tensile strain (along the

normal), while the substrate remains substantially undistorted. As the growth proceeds, however, the

large strain is abruptly released and Ge recovers its own lattice spacing. This process, referred to as

relaxation, takes place once the strain reaches a threshold corresponding to a critical thickness hc, and it

is usually associated with the generation of a large amount of defects both in the growth plane (misfit

dislocations) and perpendicularly to it (threading dislocations). The critical layer thickness hc as a

function of Ge-concentration is graphed in Figure 29.1 (solid line) according to Bean’s model [9].

Results obtained with more conservative models and accounting for strain stability over temperature

cycles typical of silicon processes are represented by a dashed line. The figure emphasizes the main

problem in strained-layer epitaxy: high-quality epilayers of suitable thickness for electronic devices must

have a low Ge content; on the other hand, if Ge-rich alloys are needed, one has to deal with a relaxed

material. For a long time, relaxed epilayers were not considered suitable for devices, but they were

recently reconsidered taking into account the tolerances to defects in different applications [10]. Defects,

such as dislocations, affect the electrical properties of semiconductors in two main ways: first, they act as

scattering centers thus impairing free carriers mobility; second, they introduce levels in the forbidden

gap, which can serve as recombination centers or carrier traps. Majority-carrier devices (such as FET),

when working in the active region, are less sensitive to carrier lifetime than minority-carrier devices (e.g.,

HBT, BJT) and, therefore, tolerate higher defect densities. Photogenerated carriers, in properly designed

and biased p–i–n devices, travel at the saturation velocity and are collected by drift: for this reason, short

lifetimes and impaired mobilities are still acceptable. The only concern with defects-induced levels in the

gap relates to dark current, which becomes governed by Shockley–Read–Hall generation. In Equation

29.1 the factor (1 � e�aW) is the fraction of light absorbed in the intrinsic region of the p–i–n

photodiode and approaches unity when W exceeds the absorption length. In Figure 29.2 we display the

absorption coefficients at 1.3 and 1.55 mm, respectively, versus Ge-content for both unstrained (circles)

and strained (lines) Si1�xGex alloys. Absorption coefficients of unstrained alloys are after Potter [11] and

Braunstein et al. [12] while strained-alloy data were calculated by Naval et al. [13]. The considerably
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larger values of the latter are expected as a consequence of the strain-related bandgap shrinkage, as

predicted by People [14] and experimentally demonstrated by Lang et al. [15].

From Figure 29.1 and 29.2 it is apparent that, for each composition of either strained or unstrained

SiGe, the thickness required to obtain adequate absorption efficiencies is much larger than the corre-

sponding critical thickness. For example, for x ¼ 0.2 at 1.3 mm, the absorption is 20 cm1 (strained),

requiring more than 1 mm to absorb 90% of the light while the critical thickness is only 200 nm.

The limitation described above suggested alternative strategies for fabricating sensitive and fast

photodetectors: (i) the use of strained, high-quality SiGe alloys with low Ge-content to compensate
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FIGURE 29.1 Critical layer thickness versus Ge-concentration for both metastable (solid line) and unconditionally

stable (dashed line) cases.
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FIGURE 29.2 Optical absorption of strained (lines) and relaxed (dots) SiGe alloy as a function of Ge-content. The

former are calculated, the latter are measured. Both 1.3 and 1.55 mm data are shown with filled and empty circles,

respectively.
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the low responsivity with excellent noise performances, thanks to good transport properties and low dark

currents; (ii) the use of relaxed pure-Ge layers to exploit the high absorption of the pure material at the cost

of larger noise. In the case (i), materials can be obtained with a crystal quality comparable with the best

achievable in conventional III–V heterostructure devices [9]. In strained SiGe layers the formation of

dislocations is suppressed by keeping thicknesses below the critical value. The relevant drawback remains

the previously mentioned low absorption. The adoption of multiple heterostructures or different geom-

etries (guided-wave detectors) to overcome such limitation will be addressed in Section 29.4. Since a

significant portion of this handbook is devoted to strained-layer epitaxy, we will not further discuss it, but

turn to the less known relaxed material. In this case (ii), large aW products can be obtained through high

Ge concentration and thick layers, but at the expense of a poorer crystal quality. The competition between

relaxed (ii) and strained (i) approaches rests on the development of either a defect engineering strategy, in

order to lower the defect density to an acceptable level, or an advanced design strategy.

In general, due to lattice mismatch, the growth of Ge on Si is expected to be two-dimensional for

the first few monolayers, after which islands are formed [16]. Islanding during epitaxy (or three-

dimensional growth), unless induced to exploit the quantum properties of nanostructures, is detrimen-

tal because it results in a nonflat, inhomogeneous film. Therefore, large efforts have been devoted to

identify growth methods and parameters aiming at the release of strain (rather than island formation)

through a controlled insertion of dislocations.

The growth of Ge-rich epilayers above critical thickness has been attempted by several groups. Early

heteroepitaxial growths by both chemical vapor deposition (CVD) [17] and physical vapor deposition

(PVD) were carried out at a pressure of 10�10 Torr on heated substrates: they exhibited similar

characteristics with dislocation densities around 109 cm�2. Pure-Ge single crystals were also obtained

by evaporation at 10�6 Torr from a boron-nitride crucible at low temperatures (3758C to 4258C) [18].

Using an analogous technique Ohmachi et al. reported a remarkably high carrier mobility of 1000 cm2/V

sec [19].

One of the first MBE-grown pure-Ge epilayers was reported with a threading dislocation density

between 107 and 108 cm�2 [20], and a comparable density was obtained by Fujinaga via low-pressure

CVD and thermal annealing [21]. In 1991 at IBM, for the first time, Cunningham et al. reported the

UHV–CVD epitaxial growth of pure Ge on Si [22].

Despite these initial and promising results, the reported threading dislocation (TD) densities were

considered too large for practical purposes, and several techniques were proposed for improving the

growth: graded buffer layers, surfactants, carbon incorporation, growth on processed substrates, and

low-temperature buffer layers.

Strain relaxation can be accomplished by the insertion of dislocations through a completely or

partially relaxed buffer layer [23], either stepwise or linearly graded. The effectiveness of linearly graded

buffers was first demonstrated by Fitzgerald et al. at AT&T Bell Laboratories [24] investigating both MBE

and CVD growth techniques. They adopted a high growth temperature to completely relax the first layer

and chose the grading rate in order to maintain a low strain throughout it. Their buffers with a grading

rate of 10% Ge/mm up to final Ge-compositions of 23% and 50% exhibited TD densities of 4.4 � 105

and 3 � 106 cm�2, respectively. They also obtained CVD epitaxial Si0.7Ge0.3 films with TD densities

between 105 and 106 cm�2 with grading of 10% to 40% Ge/mm [25]; nevertheless, the extension to pure-

Ge turned out much more difficult. Only in the mid-1990s, combining a slowly varying graded buffer

(10- to 20-mm thick) and a chemi-mechanical polishing, a pure-Ge epilayer was reported with a

threading dislocation density as low as 2 � 106 cm�2 using CVD [26].

The use of surfactants has been proposed to reduce the surface-free energies of both substrate and

epilayer and thereby ease two-dimensional growth in the presence of a large mismatch. A remarkable result

was obtained by Liu et al. with MBE by introducing a single Sb monolayer before epitaxy [27]. They

fabricated a graded buffer with up to 50% Ge, followed by a 0.3-mm thick Si0.5Ge0.5 cap-layer, with a TD

density of 1.5� 104 cm�2, two orders of magnitude lower than without Sb. H2 has also been proposed as a

surfactant [28], and its effectiveness demonstrated in the growth of thick Ge films [29]. Despite their

beneficial effects, however, surfactants are often prone to the drawback of residual doping [30].
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Another attempt to grow SiGe epilayers above critical thickness consists in the incorporation of

carbon atoms to form SiGeC compounds. The strain can be compensated due to the smaller lattice

parameter of C with respect to Si. The viability of this technique was first demonstrated by Eberl et al. in

the growth of SiGeC epilayers with 25% Ge [31]. A TD density of 105 cm�2 was obtained in a 1-mm-

thick relaxed step-graded buffer (up to 30% Ge) in a combination of Si1�xGex and Si1�x�yGex Cy [32].

Unfortunately, the C dose is limited to about 4% by the low solubility of C in Si and by SiC precipitation,

preventing its use in Ge-rich epilayers. Moreover, as C is added to a SiGe alloy keeping constant the Ge

concentration, the bandgap is expected to increase, partially thwarting the effect of Ge [33].

Improved crystals can be obtained if misfit dislocations, rather than pinned and swept across the

epilayer, are terminated on a free surface without affecting the film. Since this depends on the sample

size, a decrease in TD density can be expected when the area is reduced, or the substrate is processed in

order to obtain selective epitaxy. The effectiveness of this approach was proved by growing defect-free

Si0.9Ge0.1 layers up to 3 mm on silicon oxide patterned Si [34] and high-quality pure-Ge on Si patterned

through interferometric lithography [35].

The remarkable results obtained by graded buffers can be ascribed to strain release by means of

the insertion of dislocations, which are expected not to propagate in the epilayer. A simpler way to

achieve the same is the use of low-temperature Ge-buffer layers. The substrate temperature is crucial in

Ge-rich epitaxy on Si: at low temperature (LT) the growth mode can be layer-by-layer, but above a

certain temperature it turns into three dimensional (e.g., islands). In addition, if the surface is

hydrogenated (as in CVD at low temperatures), the anisotropy of the surface energy is reduced, thus

promoting a layer-by-layer growth (anisotropy is the main agent in island formation). This can be

accomplished by keeping the substrate at a temperature Tsub below the desorption value Tdes of H from

Ge [36].

Initially, only silicon LT-buffers were considered. Chen et al. reported a TD density of about 106 cm�2

in a 500 nm thick Si0.7Ge0.3 MBE grown on a 200 nm LT Si buffer [37]. A slightly lower TD density

(105 cm�2) was reported by Li et al. using a thinner (50 nm) LT Si buffer before the MBE deposition of

Si0.7Ge0.3 [38]. Linder et al. obtained TD densities of the order of 104 cm�2 in MBE Si0.85Ge0.15 on

100 nm LT Si buffers [39], but Si buffers were effective only for low-concentration SiGe epilayers. A

combination of Si LT buffer and step-graded buffer was employed in Si0.1Ge0.9 on Si with a TD density

of 3 � 106 cm�2 [40].

A new approach, based on an LT Ge buffer, has been recently proposed for the epitaxy of pure Ge on

silicon via UHV-CVD [41]. At the beginning, the substrate is kept at low temperature in order to grow a

flat and relaxed epitaxial layer of thickness suitable for total strain relaxation. The temperature is chosen

in order to prevent H desorption from the Ge surface, thus avoiding the nucleation of three-dimensional

Ge islands due to the H surfactant. Following the LT GE buffer, the deposition can proceed as in the

homoepitaxial case, thus allowing a temperature increase for a faster growth rate. The good crystal

quality was assessed by RHEED spectra, and the defect distribution in Ge evaluated by TEM. As

expected, most defects were confined in the buffer, although a few dislocations penetrated the Ge

epilayer up to the free surface.

Luan et al. proposed a method to considerably reduce residual threading dislocations based on

postgrowth thermal annealing [42]. They used an LT Ge-buffer and cyclic annealing between high and

low temperatures, obtaining TD densities of 107 cm�2. The TD reduction is due to enhanced dislocation

glide and annihilation, as promoted by thermal stress. Following these results, the same group demon-

strated a further TD reduction by performing a similar growth on small mesas of dimensions from 10 to

100 mm. The average TD density was about 2 � 106 cm�2 [42].

An entirely novel approach employed the granular structure of polycrystalline Ge as an alternative to

solve the problem of the large strain [43]. Thin films of poly-Ge were deposited on silicon by thermal

evaporation in a vacuum of 10�6 Torr at different substrate temperatures. Raman spectroscopy and

absorption measurements showed a clear transition between amorphous and polycrystalline around

Tsub ¼ 3008C and poly-Ge optical absorption comparable to crystalline germanium [44]. The electronic

properties of poly-Ge on Si are affected by a large acceptor-like defect density, leading to short carrier
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lifetime and severely limiting the doping. Nevertheless, the large absorption in the NIR (about 104 cm�1

at 1300 nm) makes this material quite interesting for NIR photodetectors [45]. Moreover, the required

Tsub ¼ 3008C ensures good compatibility with silicon technology with respect to both CVD and MBE

heteroepitaxy, where substrate cleaning, deposition, and annealing require temperatures in the range

6008C to 10008C.

Figure 29.3 summarizes the reported TD densities versus Ge concentration in films above critical

thickness [46]. The graph confirms that, even in the relaxed regime, the larger the mismatch (Ge

concentration) the more critical is the epitaxial growth. The visible spread in values for a fixed

Ge-concentration depends on the method employed for defect reduction and on the typical sensitivity

of heteroepitaxy to apparatus and parameters.

While TD density is a commonly accepted figure-of-merit for epitaxial films, from a device viewpoint

its impact in terms of transport parameters must be investigated. Early studies on plastically deformed

germanium demonstrated a linear relationship between TD and carrier lifetime, suggesting that lifetime

is limited by recombination at dislocations [47]. More recently, deep-level transient spectroscopy

has pointed out to a linear relationship between TD and deep-trap densities, confirming the role of

dislocations in the enhancement of minority carrier recombination and generation [48]. Quantitative

correlations between leakage current and TD density have been demonstrated in SiGe p–n and p–i–n

diodes [49,50]. For the latter, dark currents of 1 mA/cm2 were measured for TD of 107 cm�2 in 0.5-mm

thick Si0.75Ge0.25, with a linear increase with TD density. This behavior is expected in photodiodes with

thick intrinsic layers, because the dark current is dominated by thermal generation, inversely propor-

tional to carrier lifetime and directly proportional to the intrinsic layer width. Figure 29.3 shows that

pure-Ge epilayers can be obtained with TD spanning from 106 to 108 cm�2. Using the relationship in

Ref. [50], dark currents of 0.2 to 20 mA/cm2 can be expected in this density range for a 1-mm-thick

intrinsic layer. Although an extrapolation of the scaling law from Si0.75Ge0.25 to pure-Ge is questionable,

a dark current of 20 mA/cm2 was measured on 4 mm p–i–n diodes with TD densities of 2 � 107 cm2, in

close agreement with the predicted value of 16 mA/cm2 [51].

At zero or low reverse bias, the TD-related carrier-lifetime reduction can lead to enhanced recom-

bination in the depleted active layer of a p–i–n photodiode, thus affecting the internal quantum

efficiency (hint). A suitable approach to investigate this is to measure photocurrent versus bias on a

metal–semiconductor–metal structure, where the semiconductor is the SiGe epilayer under test.

Figure 29.4 shows the photocurrent versus bias for closely spaced (10 mm) interdigited metal–Ge–

metal photodiodes with different TD densities [52]. The TD effect is clear in both the magnitude of

0.2 0.4 0.6 0.8 10

Ge mole fraction

103

104

105

106

107

108

T
D

D
 (

cm
−2

)

FIGURE 29.3 Threading dislocation density versus Ge content.
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hint and the higher applied voltage required in lower quality epilayers. Quantitatively, the experimental

data can be fit to extract the mt product by

hint ¼
L(E)

d
1� e�

d
L(E)

h i
(29:4)

with d the interelectrode spacing and L(E) ¼ mtE the drift length, and m, t, and E the carrier mobility,

lifetime, and electric field amplitude, respectively [53]. The possibility (demonstrated in Figure 29.4) of

reaching total internal quantum efficiency at very low voltage bias for TDD of 107 cm2 is quite remarkable

and could help as a reference for the evaluation of the acceptable TDD for photodetector application. As

will become clear in the next paragraph, the dark current and the internal quantum efficiency can be

regarded as important factors in the evaluation of a certain SiGe technology for NIR applications.

In this section, after addressing the material issues of SiGe as a semiconductor for the realization of

the active layer of photodetectors, we have presented a wide and updated review of the several growth

techniques that demonstrate the large variety of SiGe and the different level of compromise between

crystal quality and NIR absorption.

29.4 SiGe Detectors: Design and Fabrication

According to the epilayer used, SiGe light detectors can be divided in the two main categories: strained

and relaxed devices. As already pointed out, small aW values achievable in the former force the adoption

of waveguide geometries where the light, confined in the growth plane, is absorbed in propagation

rather than across the thickness (as for normal incidence). This approach is usually pursued in

conjunction with multiple heterostructures: the growth of a SiGe layer is followed, before critical

thickness, by a Si-layer to partially release the strain, repeating the steps up to the desired thickness.

Figure 29.5 represents the most common structures: (a) mesa photodiode at normal incidence, (b)

photodiode embedded in, or (c) above a waveguide.

Waveguide Photodetectors (WPD)

Guided-wave geometries can compensate for the low aW products in strained epilayers. While these

devices are only suitable as fiber-optic receivers, the latter constitute a vast portion of the detector market.
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In WPD the responsivity, at variance with (29.1), can be expressed as

R ¼ l

1:24
C(1�QR)hint(1� e�aGfL) (29:5)

where C is the coupling efficiency between the optical fiber and the guide, and depends on the two-

dimensional overlap integral of the two corresponding modes. C can be optimized and eventually

approach unity if tapered waveguide or fibers are employed. Antireflection coating of the input facet is

possible but not common, because the process is not planar as the device fabrication. The exponent aGfL

can be regarded as an absorption–length product, with L the device length and aGf an effective

absorption given by the product of the optical absorption a in the alloy, the guide confinement G and

the ratio f between the SiGe and the total semiconductor volume of the waveguide. The bandwidth is

limited by both junction capacitance and transit time, as mentioned in Section 29.2. To avoid RC speed-

limitations due to large capacitances, the WPD length must be kept as short as possible.

WPDs are commonly integrated on silicon-on-insulator (SOI) wafers, with dielectric confinement

perpendicular to the growth plane. Lateral confinement is obtained by etching ridges of size compatible

with the fiber core. The need for nþ and pþ top and bottom contacts, respectively, complicates the guide

design due to free-carrier absorption losses, which imposes intrinsic Si-spacers around the SiGe

heterostructure. Several design parameters are involved in the optimization of the WPD using (29.5)

as a guideline while keeping low the capacitance. We will focus mostly on material-related parameters,

e.g., the thickness h of the SiGe alloy, the thickness W of the silicon epilayer between two adjacent SiGe

layers, the number N of SiGe–Si repetitions, Ge-concentration x, and device length L. Even if the alloy

absorption increases with x, quantum size effects eventually arise due to the limits on critical thickness,

widening the bandgap and, consequently, lowering a.

Once typical alloy concentrations for highest absorption are chosen in the 0.5 to 0.6 mm range with

thickness set to the maximum allowable hc, then silicon thickness and number of periods have to be

selected. The overall structure thickness, however, is limited by the critical value corresponding to the

average Ge composition or by fabrication issues. Figure 29.6 is an example of calculated SiGe WPD

following such design guidelines. The responsivity is derived for both 1.3 and 1.55 mm for SiGe alloy at

50% using Equation 29.5 assuming unity internal quantum efficiency and employing a vectorial modal

solver for evaluating the factor aGf. As for the absorption coefficients, strained values are used from

Figure 29.1, while the critical thicknesses are those metastable (solid line of Figure 29.2). The respon-

sivity clearly increases with detector length at the expense of the bandwidth, indicated in the upper side

of the plot, but a considerably lower absorption poses severe limitations to the WPD at 1.55 mm. A

systematic SiGe design technique for the optimization of 1.3 mm waveguide photodiode has been

developed by Naval et al. and the results are reported in Ref. [13]. The following is a review of the

most relevant SiGe WPD presented to date. A first SiGe waveguide device was proposed by Temkin et al.

[54]: the active layer (which also is the guide core) was a strained GexSi1�x/Si quantum well repeated 20

FIGURE 29.5 Schematic of the most commonly used photodetector geometries: (a) normal incidence,

(b) waveguide photodiode, and (c) passive waveguide with photodiode.
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times, and various Ge contents in the 0.4 to 0.6 range were realized adjusting the thickness to the critical

value. The maximum external quantum efficiency at 1.3 mm was 10.2% for a 10 V reverse bias. At this

bias the dark current was 7.1 mA/cm2, with a bandwidth close to 1 GHz in a 300-mm-long detector. A

similar heterostructure (3.3 nm Ge0.6Si0.4 and 29 nm Si) was used in an avalanche diode embedded in

waveguides 50-mm wide and 50 to 500 mm long [55] with a maximum responsivity of 1.1 A/W at

1.3 mm. A successive device with inverted doping (nþppþ on an nþ type substrate) exhibited more stable

electrical characteristics and an external responsivity as high as 4 A/W at 1.3 mm for 30 V reverse bias,

with a remarkably fast (100 ps) response time [56]. As new optical transition of SiGe superlattices was

predicted in the NIR [57], short-period (few monolayers) GeSi heterostructures were also attempted in

waveguides [58]. The lack of responsivity improvements, probably due to the large quantum size effect,

did not encourage further efforts in this direction. A waveguide p–i–n photodiode was fabricated in

UCLA/AT&T with a 1-mm thick Ge-rich (x ¼ 0.7) multi-quantum-well absorbing layer, equipped with

two 1-mm thick Si spacers. The external quantum efficiency at 1.32 mm reached 7% for 14 V, while the

dark current density (at the same bias) was 2.7 mA/cm2 [59]. Open eye-diagrams for 0.5 and 1.5 Gb/s

pseudorandom NRZ (nonreturn to zero) optical signals were also reported. Splett et al. [60] introduced

a novel WPD SiGe detector: SiGe alloys of different compositions were used for the waveguide (x ¼
0.02) and for the detector (x ¼ 0.45), the latter grown above the guide as sketched in Figure 29.5c. For a

7 V reverse bias the maximum external efficiency at 1.28 mm was 11%, with a dark current of about

1 mA/cm2 and a GHz bandwidth. The first SiGe detector on a SOI waveguide was reported by Kesan et al.

[61]. The absorbing layer was a typical SiGe MQW structure: the device exhibited a good responsivity of

0.4 A/W at 1.1 mm, but poor above 1.2 mm.

A SiGeC waveguide detector was proposed by Huang et al. [62]. It consisted of an 80-nm-thick SiGeC

absorbing layer with a Ge-content of about 50%. The measured maximum external quantum efficiency

at 0.3 V was 0.2 and 8% at 1.55 and 1.3 mm, respectively, with dark current density of 4 mA/cm2. Li et al.

reported a large (one of the largest) responsivity of 80 mA/W at 1.55 mm for a SiGe device operated at

10 V. The device (2-mm long) consisted of a 50%SiGe MQW above a low Ge-content SiGe waveguide

[63]. Undulating MQWs of Si0.5Ge0.5 5 nm layers, sandwiched in 12.5-nm thick Si barriers, formed the

absorption layer of an MSM WPD fabricated on SOI with a 2 mm thickness, a 65 mm width, and 240 mm
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FIGURE 29.6 Calculated responsivity and bandwidth versus device length. The investigated structure is made of

three QW (10 nm Si0.5Ge0.5 þ 500 nm Si) between two Si spacers (1 mm). Width is taken as 10 mm.
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length. This device exhibited responsivities as high as 1.6 and 0.1 A/W at 1.3 and 1.55 mm, respectively

[64]. In this case the large quantum efficiency at 1.3 mm, the observed sublinear dependence of

responsivity on light intensity and the large dark current density pointed to the role of photoconductive

gain, expected to affect noise and bandwidth. Comparable responsivities (0.16 A/W at 1.55 mm) were

reported in similar guided-wave structures. The increased absorption was explained in terms of high

local Ge-concentration, typical of a three-dimensional growth mode [65].

In 1997, the NEC Corporation realized a waveguide detector on SOI employing a 30-period MQW

with 3 nm Si0.9Ge0.1 and 32 nm Si. The low Ge-content, imposed for compatibility with the high

temperature (9508C) used in Si technology for bipolar and MOS transistors, resulted in an NIR

photoresponse only slightly larger than in silicon. For a 5 V reverse bias at 980 nm the detector featured

an external quantum efficiency of 25% to 29%, a dark current below 50 mA/cm2 and a frequency

response extending up to 10.5 GHz and indicating good material quality [66]. Two specific features of

this device were the selective growth of SiGe layers in a previously opened trench in SOI overlayer and

the groove receptacle for fiber alignment.

In conclusion, while most SiGe WPDs in literature are consistent with the predictions in Figure 29.6,

lower than expected responsivities can be often associated to coupling and waveguide losses. Figure 29.7

shows responsivity versus reverse bias as reported by various authors. The need for a large voltage is

associated to the trapping of photogenerated carriers by the SiGe wells, a common feature of most

MQW detectors.

Normal Incidence Photodetectors

Normal incidence photodetectors (NIP) are the most common, because light from any source can be

easily coupled and the fabrication is entirely planar. In this case, light propagation and carrier transport

proceed in the same direction (as schematically shown in Figure 29.5a).

The design of NIPs is based on the optimization of the responsivity, as evaluated from (29.1), and

resembles the design of conventional photodetectors except for the need of dealing with relaxed

materials. If the device can be operated at a fixed wavelength, a SiO2 layer of suitable thickness can

effectively reduce reflection losses, which would otherwise amount to about 36%. The collection
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efficiency, which depends on transport properties (through the mobility–lifetime product mt), can be

made close to unity by applying a large enough reverse bias. It has been shown that 100% carrier

collection can be achieved at <1 V [52] and that the built-in voltage of a p–i–n diode is high enough to

efficiently operate at short circuit if the TD density is around 107 cm�2 [51].

When using relaxed layers the material of choice is pure-Ge, therefore the maximum a is available and

the absorption efficiency is maximized by employing the largest thickness W. Upper limits to W relate to

the longest acceptable deposition time (two-dimensional heteropitaxy in the presence of large strain

imposes small growth rates) or are dictated by trade-off with transit-time limitations. The charts in

Figure 29.8 can be used to design a Ge photodetector based on bandwidth and responsivity (upper

horizontal axis). In the figure, the iso-bandwidth curves are traced versus active layer thickness and

photodiode diameter, for velocity saturation and absorption as in Figure 29.1. In the second plot, the

large required thickness is associated with the rather low absorption of Ge at 1.55 mm (460 cm�1). It

should be noted that the spectral range between 1.45 and 1.54 mm (S and part of C bands) is exploited

for WDM optical communications: in this window Ge-absorption spans between 5800 and 1470 cm�1.

Recently, bandgap narrowing of Ge-layers grown on Si and induced by strain accumulated during

growth and due to different thermal expansion of Si and Ge was reported [67]. This opens new

perspectives for exploiting Ge-detectors in the L band, as well.

Following the design guidelines above, below we review the most relevant results in NIP obtained with

relaxed material.

FIGURE 29.8 Calculated responsivity and bandwidth versus device area and active layer thickness for illumination

at (a) 1.3 mm and (b) 1.55 mm.
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The first pure-Ge p–i–n detector was MBE grown on a thick step-graded buffer to separate the

intrinsic active layer from the highly dislocated Si–Ge interface. The diode exhibited good quantum

efficiency (40% at 1.3 mm) in the photovoltaic mode, indicating satisfactory transport properties of the

Ge-intrinsic layer. The large (50 mA/cm2) reverse dark current was attributed to the residual dislocation

density. A significant improvement was obtained with a SiGe superlattice embedded in the buffer layer,

reducing TD down to 5 � 107 cm�2. Unfortunately, even the quantum efficiency dropped to 3% at

1.3 mm [68].

After a long inactivity due to a largest interest to the second window (1.3 mm) where strained SiGe

were competitive, pure-Ge has been revived for use in an extended portion of the NIR. Adopting a two-

phase growth Sutter et al. tried to bypass the time-consuming growth of a thick buffer graded up to

pure-Ge [69]. The growth rate was low during the evaporation of a thin layer, then the temperature was

raised for the remaining deposition. The Ge layer was 4-mm-thick, and the first 2 mm highly p-doped

the p–i–n junction formed by subsequent diffusion. Material characterization confirmed the good

crystalline quality with TD of 5 � 106 cm�2. Performances were very similar to those by Luryi et al.

(43% peak external quantum efficiency at 1.55 mm in the photovoltaic mode with dark current of

51 mA/cm2). Among NIP based on strained SiGe, Huang et al. reported p–i–n photodiodes employing a

MQW absorbing layer with 10 nm Si0.5Ge0.5 wells and 40 nm Si spacers up to an overall thickness of

500 nm [70]. The device was a pþ–i–nþ structure, antireflection coated with SiO2 to optimize light

coupling at 1.3 mm. A 1% external quantum efficiency was reported at 1.3 mm and dark current

densities of about 3 mA/cm2 for a reverse bias of 4 V. The same group tested the incorporation of

carbon to compensate for SiGe–Si lattice mismatch [71]. This normal incidence p–i–n detector with a

SiGeC active layer was grown on pþ Si using 80 nm Si0.4�xGe0.6Cx alloy with x ¼ 1.5%. The normal

incidence quantum efficiency at 1.3 mm was about 1%, remarkable when compared to the similar

efficiency obtained in the previous work with a 500 nm SiGe [70]. Only slight improvements (1.3% to

2.2% at 1.3 mm) were subsequently achieved with thicker active layers [72]. The early experiments in

SiGeC for NIR NIPs confirmed the expected limitations: due to the counteracting effects of energy gap

increase in the alloy and strain balance associated with C-concentration, only modest absorptions or

small enlargements of critical thickness could be obtained. An alternative approach to NIPs consists of

strained layer photodetectors embedding SiGe in a resonant cavity. A fourfold responsivity enhance-

ment at 1.3 mm (6.5 mA/W) was demonstrated employing the silicon–oxide interface of a SOI substrate

as the bottom mirror and a SiO2–Si Bragg reflector on the top. The SiGe-layer was a MQW of 20

periods of 8 nm Si0.65Ge0.35 and 19 nm Si [73]. A similar approach was used to thin the Ge-layer and

achieve good responsivities at 1.55 mm. Around 740-nm-thick Ge was deposited on a double-SOI,

which served as the bottom mirror, while the Ge–air interface defined the top reflector, yielding R ¼
0.19 A/W [74].

To exploit the benefits of a low-temperature buffer along with the surfactant action of hydrogen to

reduce TD, pure-Ge was CVD deposited on Si for MSM [75]. The NIP exhibited a 1.3 mm responsivity

of 240 mA/W at 1 V bias.

More recently, Ge-on-Si MSM detectors with small finger-spacing (1 to 3 mm) [76] based on a 300 nm

pure-Ge layer (MBE grown using Sb as surfactant) exhibited responsivities as high as 140 and 90 mA/W

at 1.3 and 1.55 mm, respectively, with dark current densities exceeding a few A/cm2. This major

drawback of MSM geometries is associated with low Schottky barriers, although MSM are the fastest

Ge-on-Si NIPs demonstrated to date, with responses as short as 12 psec. Interdigited Ge p–i–n photo-

detectors with small spacing (1 mm) and 1 mm pure-Ge on a thick SiGe graded-buffer provided

responsivities of about 0.51 A/W at 1.3 mm, dark currents of about 0.7 A/cm2 and a 3 dB-bandwidth

of 3.8 GHz [77]. Later on, low-dislocation Ge-on-Si NIPs was realized by a combination of a low-

temperature buffer and postgrowth annealing [78]. The devices consisted of 1 mm unintentionally doped

Ge on p-type (1 0 0) Si. Due to the improved material quality, the photodetectors exhibited a highly

saturated responsivity of 550 and 250 mA/W at 1.3 and 1.55 mm, respectively, at reverse biases of a few

hundred mV. The measured speed of 850 psec was RC limited even in the smallest 200 � 200 mm2

device, and the dark saturated current was 30 mA/cm2. Remarkable improvements were demonstrated
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by fabricating p–i–n structures with intrinsic layer from 1 to 4 mm in thickness. This, along with

antireflection coatings, allowed the highest reported Ge-on-Si responsivities of 0.89 and 0.75 A/W at

1.3 and 1.55 mm, respectively, at <1 V bias, with RC limited pulse response <200 psec at 1.3 mm and dark

currents as low as 15 mA/cm2 [79,80]. The remarkable performances for this devices are reported in

Figure 29.9, where the spectral responsivity and the 3 dB bandwidth are shown. The lowest dark current

in Ge-on-Si pn-junctions was reached with low TD density by an optimized graded-buffer complemen-

ted by chemi-mechanical polishing at an intermediate composition of Si0.5Ge0.5. Dark current densities

were lower than 0.2 mA/cm2, comparable with what expected for a bulk-Ge diode with the same doping

profile. A maximum R ¼ 133 mA/W was obtained at 1.3 mm in short circuit, denoting excellent

transport properties in the junction; its absolute value was limited by the small (0.24 mm) thickness of

the absorbing layer [81].

A comparison between the two approaches, LT and graded buffers, respectively, was conducted by

Jiang et al. [82]. They evaluated the responsivity of two p–i–n devices with active layers of (a) 400-nm-

thick Si0.15Ge0.85 on LT Si buffer, (b) 300-nmthick Si0.65Ge0.35 on 2 mm SiGe graded buffer. Saturated

values of 70 and 150 mA/W were measured at 1.3 mm in samples (a) and (b), respectively. The short-

circuit responsivity of the LT sample was much larger than on the graded buffer, suggesting a better

quality or a more efficient collection due to the shorter depletion region.

NIR photodetectors have been demonstrated in poly-Ge–Si with R ¼ 16 and 6 mA/W at 1.3 and

1.55 mm, respectively [44]. The limitation was attributed to the short diffusion length of poly-Ge and to

the unintentional high p-doping. These NIPs have been operated at >2.5 Gbit/sec with a dark current of

2 mA/cm2 at 1 V [83].

Toward Monolithic Integration

The pioneering work by People [9] and Pearsall [84] on electronic and optical characterization of SiGe

heterostructures opened new perspectives in the fabrication of silicon-based photonic devices, the key
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FIGURE 29.9 Experimental data from Famà et al. [80] showing the spectral responsivity of a 4-mm thick pure-Ge

mesa on Si. Bandwidth as a function of reverse bias is displayed in the inset.
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issue is the compatibility with the unsurpassed VLSI technology. Since then, large effort has been devoted

to the exploitation of SiGe heterostructures in optoelectronics, as reported in Refs. [8,85].

Nevertheless, to date only two SiGe photonic devices have been monolithically integrated with Si

electronics. A monolithic SiGe–Si p–i–n and front-end transimpedance amplifier circuit was demon-

strated in 1998, with SiGe HBTs exhibiting fmax ¼ 34 GHz and DC-gain ¼ 25 [86]. The SiGe p–i–n

shared the HBT base and collector and provided R ¼ 0.3 A/W at 850 nm, with a 450 MHz bandwidth.

Although the SiGe contribution in the p–i–n was negligible (the absorption layer is the Si collector), this

was the first demonstration of monolithic feasibility using a standard process. The first SiGe optoelec-

tronic integrated circuit (IC) operating in the NIR was a linear array of eight NIPs, connected to a

transimpedance amplifier through an analog multiplexer. The IC was fabricated in the ALCATEL 2.0 mm

CMOS technology and, after the CMOS process, a polycrystalline Ge-layer was evaporated at low

temperature in properly windowed n-wells to form the p–n photodiodes. Due to the low thermal

budget required for poly-Ge deposition, the silicon electronics preserved both functionality and per-

formance, and the NIP responsivity and dark current density were 16 mA/W and 1 mA/cm2, respectively

[87]. Figure 29.10 is a photograph of the chip. The poly-Ge film was deposited on a silicon tub (cathode)

and extended over a metal pad (anode), as shown in the enlargement on the right. The same authors are

currently working at a more advanced chip containing a linear array of poly-Ge photodiodes provided

with A/D conversion circuitry and serial digital output.

29.5 Summary

In this chapter, we have attempted to provide the reader with a comprehensive introduction to NIR

detection with SiGe. Since this relatively new material has been investigated at levels typical of actual

device engineering, we reviewed its most relevant properties with specific attention to photodiode

implementations. Both guided-wave (WPD) and normal incidence (NIP) detectors have been discussed,

pointing to basic design guidelines and focusing on limitations and trade-offs typical of the SiGe–Si

heterostructures. We have presented a critical overview of the best devices fabricated in the past 20 years.

FIGURE 29.10 Photograph of the integrated eight-pixel linear array with amplifier and addressing electronics. The

poly-Ge film on a silicon tub is visible in the enlargement on the right.

Cressler/Silicon Heterostructure Devices 66900_C029 Final Proof page 15 18.10.2007 4:29pm Compositor Name: JGanesan

Near-Infrared Detectors 29-15



At the end of this chapter, finally, in Figure 29.11, we collect responsivities and dark current densities

of a number of SiGe devices reported to date and cited in the bibliography. The picture clearly shows the

trade-off between efficiency and material quality. Data for SiGe alloys are grouped in the bottom-left,

showing that high-quality strained-epilayers with low Ge-alloys are obtained at the expense of a trade-off

with absorption efficiency. To overcome the thickness limitation, they can be employed in waveguide

geometries. Thick Ge-rich relaxed layers appear in the top-right corner of the graph, showing the

beneficial effect of the Ge-absorption associated to large thicknesses. However, they exhibit lower crystal

quality, as witnessed by the large current density, and are commonly used at normal incidence. It is

worth noting that attempts in reducing the dark current of pure-Ge devices turned into severe

quenching of the responsivity (as seen in Figure 29.11). Despite the fact that the ideal region with

R >0.5 A/W and dark currents below 1 mA/cm2 have not yet been accessed, we trust that the current

quality of both materials and devices is close to meet the requirements of industry developments and

commercialization of SiGe-based NIR detectors for a large number of applications. Most pure Ge-based

devices exhibit large R at both 1.3 and 1.55 mm, while the corresponding dark currents are often

negligible with respect to both thermal and excess noise of the transimpedance amplifiers in most

receivers. In critical applications where the shot noise associated to the dark current is unacceptable, the

strained-alloy needs be adopted, eventually aiming at higher sensitivities in suitably tailored waveguide

geometries.
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Linköping University

30.1 Introduction..................................................................... 30-1

30.2 Light Emitters .................................................................. 30-1
Si–SiGe–Si:Er Heterojunction Light-Emitting

Transistors . Si–SiO2:Er MOS Emitters

30.3 Photodetectors ................................................................. 30-4
1.3 to 1.5 mm Ge-Dot Phototransistors .

1.3 to 1.5 mm Ge-Dot FET Type Photodetectors .

Ge-Dot FET-Type Mid–Far Infrared Photodetectors

30.1 Introduction

It is known that, due to its indirect bandgap, Si is an optically inefficient material, although many efforts

have been made in manipulating the materials in order to improve the efficiency. For example, by

incorporating SiGe quantum well layers or self-assembled Ge dots in the Si structure, one can push the

absorption edge into the wavelength range of 1.3 to 1.55 mm due to the reduced bandgap [1]. The basic

optical properties cannot be improved, however, since the nature of the indirect bandgap remains for

these materials. In this chapter, we give a summary of the efforts made using another approach, i.e.,

although the materials are not very efficient due to physical limitations, one can instead find new types

of device solutions. Therefore, one can in a more optimized way use the material potential for

fabrication of practically useful Si-based optoelectronics. In this context, three-terminal photonic

devices, namely photonic transistors, are considered. In the following sections, we select several

examples to demonstrate how three-terminal transistors can be implemented for such a purpose of

integrated optoelectronics.

30.2 Light Emitters

It is of high interest for achieving efficient Si-based light emitters, which are the key components

for realizing all Si-based optoelectronics, but presently are still unavailable. Er3þ ions can emit near

infrared light at 1.54 mm at room temperature when incorporated together with oxygen in Si.

Transistor solutions implemented for the Si:Er emitters are mainly motivated for an efficient pumping

mechanism of Er excitation. Hot electron injectors have been studied using both bipolar and MOS

transistors.
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Si–SiGe–Si:Er Heterojunction Light-Emitting Transistors

As established, Er emission at 1.54 mm is due to an intra-4f transition of Er3þ ions. Different from the

optical or electrical pumping mode in Si for emitting light directly via interband recombination,

excitation of the Er-doped Si system is a process of energy transfer from carriers to Er ions. There

exist two main excitation processes of Er3þ ions: (i) excitation by electron–hole recombination-mediated

energy transfer at an Er-related defect level, in cases of a forward biased p–n junction [2] or carrier

generation due to laser irradiation; and (ii) hot carrier direct impact excitation in case of a reverse biased

p–n junction [3–6].

However, since the spontaneous radiative decay time of Er ions is very long (�1 msec) [7], non-

radiative de-excitation processes strongly compete with the radiative decay, causing a significant

reduction of the luminescence intensity. For the reverse biased devices, although the thermally activated

energy back transfer process at elevated temperatures can be suppressed [3,4], the Auger de-excitation

induced by the excess free carriers (because of Er and O dopants) as well as injected carriers may set a

limit on high luminescence intensity. The high density of electrons and holes could be generated by hot

electron impact ionization of the Si matrix [5]. Therefore, Er excitation would never be efficient if the

device is operating in the avalanche breakdown regime.

Consequently, there is a necessary tradeoff when controlling the electron kinetic energy for impact

excitation while avoiding avalanche breakdown, which is however a difficult task to realize in a

conventional diode structure. It has been impossible to de-couple the effects of two correlated variables,

i.e., the applied voltage and the injection current. SiGe–Si:Er heterojunction light transistors containing

a thin SiGe base layer and an Er-doped active layer in the collector were thus studied [5,7], aiming at

achieving high electrical pumping efficiency for Er excitation. In these devices, one can in a controlled

way introduce hot electrons from the transistor emitter with a collector bias voltage below avalanche

breakdown for improved impact excitation efficiency.

The SiGe–Si:Er light-emitting transistors were fabricated using an emitter-down structure (as sche-

matically shown in Figure 30.1). The layer structures were grown through the pre-patterned oxide

windows by differential molecular beam epitaxy (MBE) [5] for achieving a freestanding external base

contact. Er ions together with oxygen, supplied by sublimation of Er and SiO during the MBE growth,

were incorporated in the B–C junction with the area aligned to the emitter, which permits all incorp-

orated Er ions to be electronically pumped by injecting hot electrons from the emitter.

SiGe–Si:Er HBTs are typically operated with the common-emitter configuration. Intense electro-

luminescence (EL) was observed from Er-doped HBTs measured at low injection current (�0.17 A/cm2)

for two base layer thicknesses (Figure 30.2). The determined impact excitation cross section was �5 �
10�15 cm2, which was a 50-fold increase compared to the values reported from conventional diode

structures. The external quantum efficiency was �1.5 � 10�4, which was increased due to an efficient

excitation process with a controlled acceleration condition avoiding impact ionization [7].

The HBT-type Si–SiGe–Si:Er:O light-emitting devices are also a useful tool for studying the excitation

and de-excitation mechanisms, since the device is able to separately control the applied bias across the

B–C junction (the hot electron acceleration field), and the injection current density (the electron flux)

during an impact excitation process.

The influence of the Auger effect due to carriers from ionized dopants on the EL intensity was clearly

revealed by the EL decay measurements on the SiGe–Si:Er:O-HBT [7]. Under common-emitter config-

uration, a long 1/e decay time (e.g., 190 msec for Ic ¼ 1.2 mA) was measured, when applying a DC bias

(marked as 5-5 V in Figure 30.3) across C–E for the electron acceleration. However, the measured decay

time decreased to 4 msec, when Vce was only applied in pulses synchronized with the Vbe pulses. A longer

decay time constant observed in the former case is due to suppression of the Auger effect because of

carrier depletion in the space–charge region under the constant bias. When Vce and Vbe were switched-

off simultaneously, the excited Er ions are quickly embedded in a region where the carriers due to

dopant ionization act as de-excitation centers via an Auger transfer process, thus causing a fast decay.

The understanding of the Auger carrier effect is crucial for an efficient Si:Er emitter.
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FIGURE 30.1 (a) A schematic cross section and (b) an SEM micrograph of the SiGe/Si:Er:O HBT-type light-

emitting device prepared by differential MBE.
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FIGURE 30.2 EL spectra measured at 300 K from SiGe–Si:Er:O-HBTs with the base thickness of 50 nm (HBT-1)

and 30 nm (HBT-4), respectively, with a very low driving current.
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Si–SiO2:Er MOS Emitters

Er3þ ions can be very efficiently excited when incorporating them in a SiO2 layer using hot-electrons

injected from the poly-Si gate contact. Since the material systems used for these types of devices are not

single crystalline, it will thus not be discussed in this chapter. Some detailed descriptions can be found in

Ref. [8] for those who are interested.

30.3 Photodetectors

The interesting wavelengths for the Si-based detector devices are mainly in the near-infrared range (e.g.,

1.3 to 1.55 mm, for possible applications in optical links and chip optical interconnects, etc.), and the

mid/far infrared range (3 to 20 mm, for environment monitoring, thermal imaging and night vision,

etc.). SiGe-based heterojunction material systems are widely studied for these purposes.

1.3 to 1.5 mm Ge-Dot Phototransistors

The idea of the phototransistor was proposed already by Shockley et al. in 1951 [9], and the working

principle was discussed in detail in Ref. [10]. For this type of detector, electron–hole pairs, generated by

photoionization due to the illuminating light beam with the energy larger than the semiconductor

bandgap, are separated by an applied reverse bias across the B–C junction. The holes move and

contribute to the base current, which then facilitate the injection of electrons from the emitter to

collector resulting in current gain, i.e., the primary photocurrent is amplified through the transistor.

High-performance phototransistors had been made using heterojunction materials. A successful

example was the InP-based double heterojunction phototransistor with optical-gain cutoff frequencies

of up to 135 GHz [11].

In 2002, Elfving et al. reported growth and characterization of the first phototransistor fabricated

using the Si–SiGe material system [12–14], in which multiple Ge dot layers were incorporated in the

B–C junction region using MBE. In this case, electron–hole pairs only generated in the base and collector

with the SiGe layer and the islands by the infrared radiation below the Si bandgap, but not in the E–B

junction.

The optically controlled I–V characteristics of such a Ge-dot phototransistor are depicted in Figure

30.4. As shown in the figures, the device revealed a very low dark current,�0.01 mA/cm2 at�2 V [14]. A

strong light modulation effect was observed, i.e., the collector current Ic was drastically increased when

increasing the light power, which is similar to the case when changing the base current Ib. For the
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FIGURE 30.3 EL decay curves measured with two different bias conditions across the B–C junction.
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experiments using a 850 nm wavelength radiation source, such an effect was observed at both bias

directions, but at 1.31 mm the light modulation only occurred when the Ge dot containing B–C junction

was reverse biased (Figure 30.4b) while the E–B junction became photoinsensitive. This is a natural

effect, because in this case Si is completely transparent for the incident infrared light, such that there is

no generation of photocarriers in Si, which may bring an advantage for the low noise performance of

light detection.

These Ge-dot phototransistors were measured with very high photoresponse [13], which were

�2.5 A/W at 850 nm (normal incidence, an apparent external quantum efficiency value of �350 % at

this wavelength), �0.5 A/W (waveguide) at 1.31 mm, and 25 mA/W (waveguide) at 1.55 mm, respect-

ively, at a bias condition of �4 V. These values are significantly higher compared to the measured
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FIGURE 30.4 Optically controlled I–V characteristics of a Ge-dot HBT with laser illumination at different optical

power at (a) 850 nm and (b) 1.31 mm. The light modulation effect was observed only in the reverse bias direction at

1.31 mm.

Cressler/Silicon Heterostructure Devices 66900_C030 Final Proof page 5 17.10.2007 10:38am Compositor Name: JGanesan

Si-Based Photonic Transistor Devices for Integrated Optoelectronics 30-5



photoresponse obtained from reference p–i–n photodiodes with an identical Ge dot layer structure in

the intrinsic region.

Pei et al. showed that the cutoff frequency (fT) and maximum oscillation frequency (fmax) of the SiGe–

Si-MQWs phototransistor were found to be 25 GHz [15], which is thus suitable for gigabit integrated

circuits. In particular, the transient responsivity with the pulsewidth of 184 psec (the rise time of 64 psec

and fall time of 442 psec) at a wavelength of 850 nm was observed (Figure 30.5), in spite of the fast falling

of the ac response at the level of the 6-dB bandwidth at 1.2 GHz.

All of the above observed features indicate that Si–SiGe-based phototransistors have excellent

electrical and optical performance, which are thus attractive for future Si-based optoelectronic inte-

grated circuit applications.

1.3 to 1.5 mm Ge-Dot FET Type Photodetectors

The optically controlled field-effect transistors (FET) can also generate high photoresponse, which has

attracted a great deal of attention to be used as sensitive detectors. Furthermore, the FET phototran-

sistors can be easily used, for example, mixing of a microwave signal with an optically coupled local

oscillator signal for oscillator tuning, etc.

The principle of using the FET as a photodetector is very straightforward. The measured photocurrent

depends on the lateral carrier transport, according to the following equation:

IDS /
W

L

� �
mns

where L is the conducting channel length (the source-to-drain distance) and W is the channel width, m is

the carrier mobility, and ns is the number of charges in the conduction channel. For an undoped

structure, ns is determined by the photoionization cross section and the efficiency of carrier transfer into
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FIGURE 30.5 Pulse response of SiGe HPT at 850-nm and 50-psec pulse laser illumination with the applied voltages

of 1, 2, and 3 V, respectively.
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the conduction channel, which can be controlled by the top gate. The equation thus tells us that the

primary photogenerated carries can yield a larger effect of the eventually measured IDS, due to the gain

factor determined by the device design.

Several types of FET photodetectors (MESFET or HEMT) were studied using III–V materials, and

showed excellence performance. At the 0.6 mm wavelength range, Khalid and Rezazadeh reported that the

DC photoresponsivity of GaAs MESFETs was about 4.5 A/W [16], and pulse responses with a FWHM

value of 22 psec. By using an InP–InGaAs HEMT structure with semitransparent meander shaped gate

(ITO), Marso et al. reported a very high DC photoresponse of 15.4/W [17], and pulse response with a

FWHM of 90 nsec at 1.3 mm wavelength. RF measurements were also carried out with a frequency limit up

to 20 GHz.

Studies on SiGe-based FET type detectors have just been initiated, however, but the results are still very

promising and may lead to some interesting applications. Elfving et al. recently reported a SiGe-QW–Ge-

dot HEMT photodetector operating at 1.3 to 1.55 mm [18]. For this detector, Ge dots were used as the

absorption medium to push the cutoff wavelength into the interesting 1.55 mm regime. However, in-plane

current transport, namely IDS, is limited by the discrete distribution of the Ge islands and the very thin

wetting layer. To solve the problem, SiGe quantum wells (QWs) were placed next to the dot layers to serve

as the high mobility channel when the photogenerated carried can be transferred from the dots to the wells.

Ten periods of SiGe(6 nm)/Si(10 nm)/Ge(8 monolayers)/Si(60 nm) multiple stacks were grown at

6008C using MBE, and the detectors were processed using a multi-finger mesa design with Al source and

drain contacts connected to the side edge of the mesas, which is shown in Figure 30.6. Pt was used as gate

material to create a Schottky-contact.

Some preliminary experimental results based on normal incidence measurements (200 mm in diam-

eter shinning area) showed that the responsivity was about four times higher than that observed from

the reference sample without SiGe QWs. The increase of the photocurrent is proportional to Pop
0.85 at

VDS ¼ 5 V (Figure 30.7), indicating an efficient photocarrier transfer process from the Ge QDs into the

SiGe QWs.

The effect of the gate bias has been studied using the broadband light source with a long pass filter

ranging >1.1 mm. Figure 30.8 shows the dark current and photocurrent measured at VG ¼ 0 and 2 V.

With no incident photons, the dark current was small and almost independent of the gate voltage. The

photoresponsivity was >200 mA/W at VDS ¼ �2.5 V and VG ¼ 2 V. Even though one can observe some

gate leakage, the photocurrent can be modulated with VG when near infrared photons are incident

on to the transistors. By switching the direction of VG, the detectors can quickly be switched between

on-and off-state, with a decay or rise time of �300 nsec (not shown), which was actually limited by the

bandwidth of the experimental instruments.

Ge-Dot FET-Type Mid–Far Infrared Photodetectors

Similar ideas to that described in Section 3.2 can be used to fabricate photodetectors operating in the

mid/far-infrared range. The main difference is that the dots must be doped, so that intersubband

photoexcitation is responsible for generating photo-carriers for detection.

G

S

QW

QD

D S

FIGURE 30.6 Schematic drawing of the device cross section.
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Most mid/far-infrared photodetectors were made in a conventional way that is based on intersubband

transitions within the quantum well or self-assembled quantum dots, i.e., carriers within the wells or

dots are first excited by incident photons from the ground state to the excited states or the continuous

band, and subsequently measured as photoenhanced conductivity when these carriers are moved out

from the wells and transported along the direction perpendicular to the potential wells [19].

Several physical limitations are, however, imposed for this type of vertical transport photodetector.

First, the detection, which relied on removal of the excited carriers from the potential well for transport

in the continuous band, suffers from thermal excitation, therefore conducting a large dark current

at elevated temperatures. The smaller the transition energy, which is required for detection at longer
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FIGURE 30.7 The photocurrent as a function of the incident optical power for the SiGe-QW–Ge-dot photo-

MESFET.
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FIGURE 30.8 I–V characteristics of a MEFET photodetector with Pt gate contact. With light incident to the

detector, current modulation was observed while the dark current was weakly dependent on VG.
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wavelengths, the more severe the effect. Therefore, there is a tradeoff between the operation wavelength

and temperature. Furthermore, during carrier transport there is a large probability that excited carriers

can fall into the successive potential well, i.e., the so-called re-trapping mechanism, which limits the

detection quantum efficiency.

In 2002, Bougeard et al. [20] demonstrated a novel approach on measuring the photoresponse of

structures based on in-plane transport of holes photoexcited from self-assembled Ge dots in Si. As seen

in Figure 30.9, the devices showed broad spectral response ranging from about 2 to 4:75 mm with a

maximum around 3 mm. The addition of SiGe-QWs as conductive channels increased the photore-

sponse up to about 90 mA/W at 20 K, which was about 50 times better compared to the reference

without using SiGe QWs.

Adnane et al. at Linköping have further developed this idea to manufacture Ge-dot-based detectors

using an FET structure [21]. In these structures, one uses the larger dot size to allow detection at a longer

wavelength (small transition energy), while deep trapping of photoexcited holes in the dot well with high

thermal barrier may ensure a low dark current. The eventually measured source–drain current is

determined by charge transfer via either the tunnelling or thermal excitation process, triggered by an

emission field provided from the gate, from the discrete dots to a SiGe two-dimensional QW placed

close to each dot layer as conducting channel, and would be amplified due to the geometrical design

factor (W/L ratio) and the mobility in the channel.

The photoconductivity measurements were performed at 20 K using a glow-bar infrared light source

in combination with different beam splitters forming the bandwidth in two ranges, i.e., 1.5 to 6 mm

(CaF2) and 3 to 15 mm (KBr). Some experimental results are summarized in Figure 30.10.

As revealed in Figure 30.10a, the FET detectors showed a very low dark current. The photoresponse

was evidently observed when shining the device with the various bandwidths of infrared radiation. Much

more pronounced photoconductivity was observed from the multifinger sample (Figure 30.10b), and

a photoresponsivity value of �100 mA/W was observed with a broadband source at 3 to 15 mm.

In summary, although the structures of transistor devices are often more complex than conventional

two terminal diodes, with the implementation of the natural transistor function, one can fabricate

devices with much improved photonic performance compared to the simple solutions. This has been

seen in terms of both photoresponse and frequency–speed properties. The technologies used for
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FIGURE 30.9 Photoconductivity spectra of a Si–Ge–Si–SiGe multilayer structure and a reference sample contain-

ing no SiGe QWs.
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fabrication of Si-based photonic transistor devices are totally compatible with the mainstream Si

technology for integration circuits. Therefore, we anticipate that further studies along this direction

may bring more interesting and practically useful results toward Si-based optoelectronics.
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31.1 Introduction

The major problem in silicon optoelectronics is the lack of a laser or efficient electroluminescent device.

There have been many attempts to realize silicon-based lasers including porous silicon, erbium-doped

silicon, and SiGe along with silicon nanocrystals [1,2]. The indirect bandgap of silicon precludes the

efficient recombination of electrons and holes, which to date has prevented the realization of an

interband laser. The quantum cascade laser (QCL) [3–5] is a unipolar laser utilizing intersubband

transitions, and therefore, can be applied both to direct and indirect materials systems such as silicon.

QCLs were originally proposed in 1971 [6] but the first experimental realization did not happen until

1994 using GaInAs and AlInAs heterostructures [7]. In particular for far-infrared or terahertz applica-

tions where no practical semiconductor materials exist with appropriate bandgaps, the potential for use

in applications is high [8]. Potential terahertz applications include medical and dental imaging (for

instance skin cancer detection) [8], security imaging [9], molecular spectroscopy, and bioweapons

detection [10]. QCLs were first demonstrated at mid-infrared wavelengths [7] and more recently

there have been a number of far-infrared demonstrations [11].

31.2 Population Inversion and Gain

The QCL principle relies on the intersubband emission of a photon (Figure 31.1) with the upper laser

state designed to have population inversion by engineering the lifetime using bandgap engineering and

subband lifetime engineering [3–5]. To date all demonstrated Si–SiGe quantum cascade emitters have

been demonstrated using holes in the valence band. This is predominantly related to the heavy electron

effective mass (m* � 0.918m0 [12] where m0 is the free electron mass) in the tunneling direction of the

conduction band of Si or Si1�xGex (x < 0.85). The m* in the transport direction of a tensile strained-Si

quantum well is the lower �0.197m0 [12], which does not vary significantly with strain but this cannot

be used for tunneling through quantum mechanical barriers grown on (0 0 1) substrates. A SiGe electron

cascade device would require extremely thin tunnel barriers if miniband or efficient injection is to be

attempted. Holes on the other hand have significantly smaller m*, typically all well below 0.5m0, which
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can also be engineering with strain. The light-hole m* of pure Ge is only 0.044m0, which is lower than

the electron m* of GaAs. The strain also splits the light-hole and heavy-hole band degeneracy at k ¼ 0.

This significantly relaxes the growth requirements to achieve minibands or tunneling. To allow large

numbers of strained layers to be grown coherently to a substrate well above the total critical thickness

[13], quantum wells and tunnel barriers must be strain-symmetrized with alternating (and balanced)

compressive and tensile strain, respectively (Figure 31.2). This, therefore, requires the layers to be

latticed matched to a relaxed Si1�yGey virtual substrate. The valence band discontinuities are also

typically larger for the valence band compared to the conduction band when amenable virtual substrate

germanium contents are considered (Figure 31.2).

The active heterostructure region of a QCL is where the population inversion and gain takes

place. Figure 31.3 shows schematically a diagram of the subband energy levels of a three-level

laser system, which are used to engineer population inversion. Electrons or holes are injected from

an injector into the upper laser state, E3 with an injector efficiency of h3. The radiative transition

is from level 3 to level 2 with the photon emission frequency given by v ¼ (E3 � E2)/h where h is

Planck’s constant. For population inversion assuming 100% injector efficiency into the E3 state

and no nonparabolicity the condition is simply t32 > t2 where t32
�1 is the nonradiative scattering

rate from level 3 to level 2 and t2
�1 is the total scattering rate out of level 2. In many designs this

is achieved by fast depopulation of the lower laser state, E2 to a lower energy subband, E1 but any

fast scattering or tunneling out of the lower laser state is beneficial if it reduces t2. In real quantum

cascade active designs there are also scattering rates and unwanted injection into different levels,

which decrease the gain in the system and require to be minimized. Injection from the injector to

the lower laser state, E2 with efficiency h2 is clearly an unwanted process. Putting all these processes

together, it can be demonstrated that the gain in the active region for a quantum cascade emitter is

given by [14]
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FIGURE 31.1 A schematic diagram of the conduction band of a quantum cascade laser. This particular design uses

the E2 subband state as the upper radiative transition level and the E1 state as the lower. The energy between E1 and

the ground state of the quantum well, E0 is set to the optical phonon energy so that the lower laser level has fast,

nonradiative depopulation. This particular design uses a miniband injector using six quantum wells and three

cascade periods are shown.

Cressler/Silicon Heterostructure Devices 66900_C031 Final Proof page 2 17.10.2007 10:37am Compositor Name: JGanesan

31-2 Silicon Heterostructure Devices



Gain ¼ sDn ¼ s
J

q
t3h3 1� t2

t32

� �
� h2t2

� �
(31:1)

where s is the transition cross section, Dn is the population inversion between the E3 and E2 energy

levels, J is the current density, and q is the electron charge. This equation demonstrates the importance

of high injection efficiency into the upper laser state, h3, the requirement of t32 > t2 and the detrimental

effects of injection into the lower laser state with efficiency h2.

Figure 31.4 shows schematically four different designs for achieving population inversion in the active

quantum cascade elements. Figure 31.4a shows a vertical radiative transition that uses a resonant LO

optical phonon depopulation. The two lowest energy-hole subband states (that is higher up the page for

the lowest hole energy) are set to be exactly the LO optical phonon energy apart. Therefore, transitions

between the two states are fast and nonradiative providing fast depopulation of the lower radiative

transition level, and therefore, population inversion can be attended in the upper energy level. If this

technique is used for an intrawell cascade then it can only operate for energies above the optical phonon

energy, which is 62 meV for silicon. An interwell or diagonal transitions is shown in Figure 31.4b. Such

structures are easier to engineering in population inversion but have reduced matrix element compared

to vertical or intrawell optical transitions. Figure 31.4c uses a miniband injector and an optical transition

between miniband states. Miniband transitions allow higher currents, which can be important for
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electrical pumping to produce linewidth narrowing followed by lasing. All the above three techniques have

been used to produce QCLs in a number of materials in the III–Vs.

The design in Figure 31.4d is radically different to those discussed above [15]. The structure requires

only quantum wells with tunnel barriers between the quantum wells. Since holes can only tunnel between

quantum wells at k ¼ 0 the structure is engineered to produce a radiative transition at finite k. This is

achieved by bending the LH1 band upwards producing a negative effective mass. Since the selection rules

forbid the LH1 and HH2 bands to cross, by trying to engineer the LH1 band to be higher in hole energy

will result in an anticrossing with the HH2 state so that the LH1 band is forced to have a negative effective

mass structure. The structure is engineered so that holes tunneling into the quantum well at k ¼ 0 where

they are forbidden for transitions to the HH1 band. They are scattered by alloy or hole–hole scattering to

the minima in k where a radiative transition is allowed before scattered by alloy or hole–hole scattering

back to k ¼ 0 where they can tunnel to the next quantum well. The radiative transition requires to be

engineered to be longer than the alloy or hole–hole scattering times so that population inversion can

result. The problem with this structure in the Si–SiGe system is that while a negative effective mass can be

produced at zero electric field, it is very weak when combined with strain symmetrization and can easily

be removed by applying small electric fields. Unfortunately rather larger electric fields are required to

align the suband states between wells to allow the holes to cascade.

31.3 Subband Lifetimes

The lifetime of subbands is important as they will determine whether a particular heterostructure design

can achieve population inversion. These lifetimes can be engineered in a number of different ways

including through the control of the quantum mechanical tunneling of an electron or hole to or from

other states along with making subband states resonant with LO optical phonon transitions. A long

hole

Injector

Collector

Emitter
transition

Injector

Collector

Emitter
transition

k

E
ne

rg
y

HH1

LH1

(d)

(a) (b)

Ev
HoleEv

Hole

Ev

Injector

Collector

Hole

Ev

miniband1

miniband2miniband injector

(c)

Emitter
transition

ELO

hn
hn

hnhn

FIGURE 31.4 Schematic diagrams of four methods of achieving population inversion in a SiGe hole QCL. (a)

Resonant LO optical phonon depopulation, (b) interwell or diagonal transition, (c) interminiband transitions, and

(d) negative effective mass structure.

Cressler/Silicon Heterostructure Devices 66900_C031 Final Proof page 4 17.10.2007 10:37am Compositor Name: JGanesan

31-4 Silicon Heterostructure Devices



nonradiative lifetime (t32 in Figure 31.3) for the upper laser state is required, preferably much longer

than the radiative lifetime.

Below the optical phonon energy in silicon of 62 meV (14.9 THz), a Si–SiGe QCL has potentially

many advantages over a III–V based laser. While mature and cheap silicon process technology suggests a

cheaper product and silicon has a higher thermal conductivity than most III–Vs, more importantly for

the subband lifetimes there is no polar optical phonon scattering in Group IV semiconductors. Polar

optical phonon scattering through interactions with the electrical dipole in the molecular bonds of GaAs

results in a substantial decrease in the nonradiative lifetimes (t32) at temperatures above about 40 K

[16,17]. Experiments in strained Si1�xGex quantum wells have demonstrated almost constant nonra-

diative lifetimes (t32) of around 10 psec between 4 and 150 K for 24 meV transitions [18,19]. Modeling

of the results suggests that alloy scattering is the dominant scattering mechanism, which has a very weak

temperature dependence unlike polar optical phonon scattering [19]. More recent measurements on

electrically biased Si1�xGex quantum cascade structures have demonstrated almost constant nonradia-

tive lifetimes as long as 30 psec up to room temperature (Figure 31.5) [20,21]. This demonstrates that

group IV cascades have significant advantages over III–V devices below the optical phonon energy and

should be able to operate at higher temperatures.

For transitions above the optical phonon energy (62 meV for silicon and 37 meV for germanium),

the nonradiative lifetime is substantially reduced. Experiments in strained Si1�xGex quantum wells

have demonstrated 250 fsec lifetimes for transitions of 167 meV [22]. One method of increasing the

lifetime is to use an interwell transition and the lifetime can be increased up to about 10 psec by

increasing the thickness of the barrier between the wells [23]. The disadvantage of this technique is that

the optical matrix element for radiative transitions is reduced (that is the gain is reduced) as the barrier
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thickness is increased. A second technique is to use minibands [24] or coupled quantum wells [25]

where the wave function spread over a number of quantum wells results in signficantly longer non-

radiative lifetimes.

31.4 Impurity Electroluminescence

The p-Ge laser uses crossed electric and magnetic fields to produce population inversion between the

split hydrogen-like impurity states in the semiconductor [26]. The disadvantage of such a laser is that

the large magnetic fields along with the 4 K operating temperature makes such lasers impractical for

many applications. Figure 31.6 shows the electroluminescence by applying an electric field along ten

boron modulation-doped Si0.72Ge0.28 quantum wells grown on top of a Si0.78Ge0.22 virtual substrate with

strain-symmetrized Si barriers [19,20]. Six-band k�p theory predicted a broad spontaneous electro-

luminescent peak due to a large number of states in k-space available for radiative transitions. At 4 K,

however, three very sharp features were observed, which correspond to boron impurity transitions at

30.4 meV (1s�2p0), 34.5 meV (1s�2p+ ), and 39.6 meV (1s�3p0) [27,28]. Only above 20 K is the

impurity emission quenched and intersubband radiative transitions are observed. When the intersub-

band emission dominates, there is strong absorption at the impurity lines. The mechanism for this

impurity emission is still not fully understood. For the impurity state lasers, magnetic fields are required

to achieve sufficient splitting of the appropriate laser energy levels but no magnetic fields have been

applied to the SiGe samples. This suggests that the strain must be involved at some level in splitting

the impurity energy levels. Strain, however, will also shift the positions of the impurity lines in energy

compared to bulk or relaxed Si or SiGe and yet the positions agree with absorption data on bulk silicon
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applied along the quantum wells. (a) At 4 K boron impurity states emit and no intersubband radiative transitions

are visible. (b) Heating the substrate to 60 K quenches the impurity transitions and the intersubband electrolumin-

escence dominates with strong absorption at the impurity lines. The width of the transition agrees well with a six-

band k�p theory and is broad due to the large number of states in k-space over which radiative transitions are

allowed [19,20].
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wafers suggesting that no strain is involved. This strongly suggests that it is the relaxed p-Si0.78Ge0.22

supply layers, which are emitting and not the quantum wells. It does create a potential problem as while

there is no forbidden Reststrahlen band in Group IV materials, for p-type Si or SiGe the impurities

may create an energy region in which intersubband emission may be dominated by interactions with

boron impurities.

31.5 Electroluminescence from Quantum Cascade Emitters

All existing III–V QCLs have been n-type, and therefore, limited to only edge-emitting devices unless a

grating is used to scatter or couple light out of the surface of the device. The optical matrix element is

nonzero only for interactions with the electric field dipole that is oriented perpendicular to the quantum

well layers (TM polarization), hence the emitted radiation can only propagate parallel to the quantum

well resulting in edge emission. The use of light-hole to heavy-hole transitions results in a finite matrix

element in the plane of the quantum wells resulting in a TE mode, thereby allowing surface-normal

emission without a grating.

The first Si–SiGe quantum cascade emitter was demonstrated at mid-infrared frequencies in 2000 [29]

using intrawell HH2 to HH1 transitions. A diagonal or interwell HH2 to HH1 transition has also been

demonstrated in the mid-infrared [30]. The major problem with these two demonstrations was that the

structures were pseudomorphically grown on bulk silicon substrates, limiting the number of active

periods. The first strain-symmetrized cascade was demonstrated at terahertz frequencies [31] using

an intrawell LH1 to HH1 transition. As demonstrated in Figure 31.7, this was also the first surface-

normal emitting quantum cascade in any materials system since the LH1 to HH1 transition has a TE

polarized component. The spontaneous emission peak in Figure 31.7 is significantly wider than

comparable GaAs electron cascades, which is the result of a large number of allowed transitions for

many different k-values. The nonparabolicity of the valence band will also broaden the transition.

Strain-symmetrized mid-infrared quantum cascades using a bound-to-continuum transition have also

been demonstrated [32].

Figure 31.8 shows a TEM image of the bottom periods of a strain-symmetrized interwell quantum

cascade structure grown by CVD. This wafer has 600 periods of 6.5 nm Si0.7Ge0.3 quantum wells with

2 nm strained-Si barriers all grown on top of a Si0.8Ge0.2 virtual substrate. A 200 nm boron-doped
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Ohmic contact layer is grown below the quantum cascade structure and a thinner 40 nm doped layer on

the top. Graded SiGe injectors (collectors) are also designed to inject holes into the correct subband

when an electric field is placed across the device. Such structures are pushing the SiGe growth technology

to new limits with the thin layers required for tunneling structures.

The electroluminescence from a 100-period interwell (diagonal) transition is shown in Figure 31.9

[33]. The transition (see inset) is from the HH1 ground state in one quantum well to the LH1 state in the

FIGURE 31.8 A TEM picture of the bottom of a stack of a 600 period strain-symmetrized quantum cascade emitter

of total thickness 5 mm. Below the lowest quantum well is a graded SiGe injector (collector) and 200 nm of boron-

doped Si0.8Ge0.2 as the bottom contact layer.
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diagonal radiative transition.
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adjacent well. By changing the voltage across the device the transition can be moved in energy (Figure

31.10). In addition to the intersubband electrolumninescence, this device also demonstrates emission

from the impurity states mentioned above between 30 and 40 meV (Figure 31.9). The normal method of

proving that the emission is intersubband rather than blackbody is to reverse the voltage demonstrating

emission only when the subband levels are aligned. For symmetrical quantum well designs this cannot be

achieved and measurement of the polarization along with a demonstration of a linear light output power

as a function of current (blackbody is unpolarized with a power dependent on the square of the current)

is required.

Figure 31.11 plots the power outputs of the terahertz quantum cascade emitters as a function of

frequency against the main compact devices available at these frequencies. As no calibration standard is

available in the terahertz, the power levels have an error of up to an order of magnitude for devices

emitting between 1 and 10 THz. All the quantum cascade devices plotted have been measured using

liquid He cooled Si bolometers calibrated using blackbody sources. The impurity transitions from

p-SiGe have demonstrated the highest output powers in 600-period quantum cascade structures [34].

The multiplication of the gain in the GaAs quantum cascade structures produced a six order of

magnitude increase in power from a LED to a laser and so the higher demonstrated output powers

from the Si–SiGe quantum cascades bode well for high-power emission when a laser is produced [11].

The higher output powers along with the weaker temperature dependence of the nonradiative transi-

tions bode well for higher temperature operation of silicon QCLs when realized.

31.6 Si–SiGe Quantum Cascade Lasers

At present no Si–SiGe QCL has been produced. Population inversion has been demonstrated [33] but at

present attempts at producing cavities have not demonstrated structures with enough gain to lase. The

major problem has been the confinement of the mode in the vertical direction, resulting in poor modal

overlap, which is the amount of the mode overlaps with the active gain heterostructure layers of the

device. Since the wavelengths used in the mid- and particularly the far-infrared are larger than the

thicknesses of the heterolayers of the laser even when divided by the refractive index, the mode leaks into

the substrate producing poor modal overlap and high losses. In GaAs, heavily doped layers have been

used to create plasmons to confine the mode in the vertical direction. In silicon material the inversion of

the real and imaginary parts of the dielectric constant does not occur in the mid- or far-infrared since
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inset shows the movement of the peak as a function of the electrical bias [33].
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the electrical conductivity of the doped silicon is not high enough to allow plasmon reflectors to be

produced [35].

There are two potential methods to provide vertical confinement of the mode. The first is to etch

away the substrate of the wafer and deposit a metallic reflector on the bottom side of the active

heterolayers. This has been demonstrated on GaAs QCLs operating at about 3.2 THz or 94 mm

wavelength [36] and results in improved high-temperature operation of the GaAs devices. The silicon

system allows a second more amenable solution. Silicon-on-insulator (SOI) and buried-silicide layers

are available, which have already been used as reflectors in mid-infrared quantum-well photodetectors

(QWIPs) [37,38]. In particular, the buried silicide layer has an electrical conductivity within an

order of magnitude of the best metals and provides excellent confinement of the mode in the vertical

direction [34,35].

Figure 31.12 shows the first attempts at growing a virtual substrate and strain-symmetrized cascade

emitter on top of a silicon-on-silicide wafer. In this particular structure, the modal overlap has been

increased from 18% to over 44% by the inclusion of the silicide layer if a metal surface plasmon reflector

is used on top of the wafers. The major problem is that the top silicon layer of the silicon-on-silicide

wafer and the SiGe-relaxed buffer still contribute a large amount of lossy material inside the cavity

and these layers need to become a smaller percentage of the total thickness in future wafers if a laser is to

be realized. The modal overlap and waveguide losses of this particular structure when fabricated into

ridge waveguides are comparable to the values in demonstrated GaAs THz lasers [11,36]. The cascade

emitter has demonstrated electroluminescence with only a TM-polarized component when the HH1

to LH1 interwell electroluminescence is measured. At higher currents, strong heating effects are

absorbed due to the poorer thermal conductivity of the substrate compared to bulk silicon. The work

does demonstrate that Si–SiGe cascade emitters can benefit from the rich technology basis available in

silicon technology.
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31.7 Summary

A number of different Si–SiGe quantum cascade emitters have been demonstrated operating at fre-

quencies from 1.2 THz (250 mm) in the far-infrared or terahertz up to 42 THz (7.1 mm) in the mid-

infrared. To date no laser has been demonstrated but a number of different approaches are pursued to

circumvent the present known problems. If a silicon laser can be realized then it should have significant

advantages over III–V lasers for operation below the silicon optical phonon energy of 62 meV. With the

present knowledge and effort in the field, it should be only a matter of time before a silicon unipolar

laser is produced.
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CR Pidgeon. Intersubband electroluminescence from Si/SiGe cascade emitters at terahertz frequen-

cies. Appl. Phys. Lett. 81:1543–1545, 2002.
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A.1
Properties of Silicon

and Germanium

John D. Cressler
Georgia Institute of Technology

The energy band structures of Si and Ge are depicted in Figure A.1.1, together with (1) their carrier

effective mass parameters (Table A.1.1) and (2) their bulk structural, mechanical, optical, and electrical

properties (Table A.1.2) [1–3].
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FIGURE A.1.1 Energy band structure, showing the principal conduction and valence bands of Si and Ge as a

function of k-space direction. (From M Shur. Physics of Semiconductor Devices. Englewood Cliffs, NJ: Prentice-Hall,

1990. With permission.)
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TABLE A.1.1 Carrier Effective Mass Parameters for Si and Ge

Parameter Units Silicon Germanium

Effective electron mass (m n*) (�m o)

Longitudinal (4.2 K) 0.9163 1.58

Transverse (4.2 K) 0.1905 0.082

Density-of-states (4.2 K) 1.062 —

Density-of-states (300 K) 1.090 —

Effective hole mass (m p*) (�m o)

Heavy hole (4.2 K) 0.537 0.28

Light hole (4.2 K) 0.153 0.044

Density-of-states (4.2 K) 0.59 —

Density-of-states (300 K) 1.15 —

TABLE A.1.2 Properties of Bulk Si and Ge

Parameter Units Silicon Germanium

Atomic number — 14 32

Atomic density (atoms/cm3) 5.02�1022 4.42�1022

Atomic weight (g/mole) 28.09 72.6

Density (g/cm3) 2.329 5.323

Electronic orbital configuration — (Ne) 3s23p2 (Ar) 3d104s24p2

Crystal structure — Diamond Diamond

Lattice constant (298 K) (Å) 5.43107 5.65791

Dielectric constant — 11.7 16.2

Breakdown strength (V/cm) 3�105 1�105

Electron affinity (V) 4.05 4.00

Specific heat (J/g-8C) 0.7 0.31

Melting point (8C) 1412 1240

Intrinsic Debye length (300 K) (mm) 24 0.68

Index of refraction — 3.42 3.98

Transparency region (mm) 1.1–6.5 1.8–15

Thermal conductivity (300 K) (W/cm-8C) 1.31 0.60

Thermal expansion coefficient (300 K) (8C�1) 2.6�10�6 5.9�10�6

Young’s modulus (dyne/cm2) 1.9�1012 —

Energy bandgap (low doping) (eV) 1.12 (300 K) 0.664 (291 K)

1.17 (77 K) 0.741 (4.2 K)

Equivalent conduction band minima — 6 8

Effective electron mass (300 K) (�mo) 1.18 —

Effective hole mass (300 K) (�mo) 0.81 —

Intrinsic carrier density (300 K) (cm�3) 1.02�1010 2.33�1013

Effective conduction band DoS (300 K) (cm�3) 2.8�1019 1.04�1019

Effective valence band DoS (300 K) (cm�3) 1.04�1019 6.00�1018

Electron mobility (300 K) (cm2/V-sec) 1450 3900

Hole mobility (300 K) (cm2/V-sec) 500 1900

Electron diffusivity (300 K) (cm2/sec) 37.5 100

Hole diffusivity (300 K) (cm2/sec) 13 49

Optical phonon energy (meV) 63 37

Phonon mean free path length Å 76 105

Intrinsic resistivity (300 K) (V cm) 3.16�105 47.62
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A.2
The Generalized

Moll–Ross Relations

John D. Cressler
Georgia Institute of Technology

The classical solution for the collector current density in a Si BJT, derived by Shockley, necessarily

assumes a constant base doping profile. In this case, for low-injection conditions, the drift component

of the minority carrier transport equation can be neglected, and the minority carrier diffusion equation

solved under the Shockley boundary conditions. The resultant equation, under the assumptions of

negligible neutral base recombination and forward-active bias, is the well-known expression

JC ¼
qDnb

N�abWb

n2
ioe

DE
app

gb
=kT

eqVBE=kT � 1
� �

: (A:2:1)

Here, Dnb is the minority electron diffusivity, Nab
� is the ionized base doping level, nio

2 is the low-doping

intrinsic carrier density, given by,

n2
io ¼ NCNVe�Ego=kT , (A:2:2)

and DEgb
app is the heavy-doping induced bandgap narrowing.

The path to the generalization of this result to the ‘‘real-world’’ case of a nonconstant base doping

profile (Figure A.2.1) is nonobvious, and even a cursory glance at the problem is enough to convince one

that it cannot follow the original path in Shockley’s approach. The complexity of this problem results

from the addition of the field-driven transport, which is now no longer negligible due to the doping-

gradient-induced field. The clever solution to this problem was first presented in the classic paper by

Moll and Ross in 1956, the so-called ‘‘Moll–Ross relation’’ [1]. Unfortunately, that solution made two

undesirable assumptions: (1) that the minority electron mobility (hence, diffusivity) is constant across

the quasineutral base and (2) that the intrinsic carrier density is constant across the quasineutral base.

The latter assumption, in particular, fails in the presence of a heavily doped base (i.e., real life), since the

apparent bandgap narrowing is inherently position dependent across the base, and hence the effective

bandgap in the base is also position dependent.* In essence, then, the problem becomes one of solving

for the collector current density in the presence of both nonconstant base doping and nonconstant base

bandgap, and is particularly relevant to the graded-base SiGe HBT. This problem remained unsolved for

*In fairness, Moll and Ross cannot be blamed for the second assumption since doping-induced bandgap

narrowing had not yet been discovered.
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almost 30 years until the seminal paper by Kroemer in 1985 [2]. Since Kroemer’s ‘‘generalized Moll–Ross

relations’’ are the starting point for both the dc and ac analysis of the graded-base SiGe HBT (Chapter 4),

we present that elegant derivation here (showing all of the mathematical steps that Kroemer neglected to

include in his paper).

The assumptions in Kroemer’s solution include: (1) 1-D transport, (2) transport by both drift and

diffusion, (3) low-injection conditions (i.e., nb(x) � Nab
�(x) for all x across the base), (4) negligible

neutral base recombination, and (5) forward-active bias. Importantly, however, there are no assump-

tions on the position dependence of the base doping profile or the base bandgap.*

We begin from the generalized drift–diffusion minority electron transport equation, as expressed in

terms of the minority electron quasi-Fermi potential

Jn ¼ qmnnrfn, (A:2:3)

which for our 1-D Si BJT problem reduces to

JC ¼ qmnb(x)nb(x)
dfn(x)

dx
: (A:2:4)

In the quasineutral base, the majority carrier (hole) quasi-Fermi potential (fp) in low-injection is

constant, such that

JC ¼ qmnb(x)nb(x)
d

dx
fn(x)� fp

� �
, (A:2:5)

and from the generalized Shockley boundary condition

nb(x)pb(x) ¼ n2
ib(x)eq(fn(x)�fp)=kT , (A:2:6)

which can be rewritten as

kT

q
ln

nb(x)pb(x)

n2
ib(x)

� �
¼ fn(x)� fp: (A:2:7)

C
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xWb
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E B
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FIGURE A.2.1 Schematic nonconstant base doping profile used in the derivations.

*Interestingly, additional generalizations to Kroemer’s result have been recently offered [3]. Let it never be said

that the final word in device physics is ever in.
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Taking the derivative of both sides we have

kT

q

n2
ib(x)

nb(x)pb(x)

� �
d

dx

nb(x)pb(x)

n2
ib(x)

� �
¼ d

dx
fn(x)� fp

� �
: (A:2:8)

Substituting this result back into Equation A.2.5, we obtain

JC ¼ qmnb(x)nb(x)
kT

q

n2
ib(x)

nb(x)pb(x)

d

dx

nb(x)pb(x)

n2
ib(x)

� �
(A:2:9)

We now integrate this expression from some arbitrary point in the base profile to the neutral base

boundary (Wb) to obtain

ðWb

x

JC

qDnb(x0)

pb(x0)

n2
ib(x0)

dx0 ¼ nb(x0)pb(x0)

n2
ib(x0)

����
Wb

x

(A:2:10)

Under the assumptions of negligible neutral base recombination (i.e., JC is a constant to the integration),

and using the fact that in forward-active bias,

pb(Wb)nb(Wb) ’ n2
ib(Wb) (A:2:11)

we find

JC

q

ðWb

x

pb(x0)dx0

Dnb(x0)n2
ib(x0)

¼ 1� nb(x)pb(x)

n2
ib(x)

(A:2:12)

At the emitter–base boundary (x ¼ 0), we know from the generalized Shockley boundary condition that

nb(0)pb(0) ¼ n2
ib(0)eq(fn(0)�fp(0) )=kT , (A:2:13)

and

fn(0)� fp(0) ¼ VBE, (A:2:14)

so that we obtain

JC

q

ðWb

0

pb(x)dx

Dnb(x)n2
ib(x)

¼ 1� eqVBE=kT , (A:2:15)

and thus finally,

JC ¼ �
q(eqVBE=kT � 1)

ÐWb

0

pb(x)dx

Dnb(x)n2
ib(x)

, (A:2:16)

This is the ‘‘generalized Moll–Ross relation’’* for the collector current density in a bipolar transistor

with nonconstant base doping and arbitrary position-dependence of the base bandgap. Observe that if

*I personally would have no problem calling this elegant result the ‘‘Kroemer relation.’’
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we allow pb (x)¼Nab
�(x)¼Nab

�¼ constant, then we obtain Equation A.2.1, as expected (the extra

negative sign simply accounts for the fact that the electron flow is in the opposite direction of the

positive current flow).

As detailed in Chapter 4, this fundamental result is the starting point of the derivations for collector

current density, the current gain, and the output conductance in a graded-base SiGe HBT. In this case,

in addition to the bandgap-narrowing-induced position dependence in the base bandgap, we have an

additional contribution from the Ge-strained layer (Figure A.2.2). This Ge contribution easily enters the

generalized Moll–Ross relation via nib
2 in Equation A.2.16. For more detail on the resultant derivations

and the assumptions and approximations involved, the reader is referred to Ref. [4].

An additional desirable feature of Kroemer’s approach is that we can also easily obtain an analytical

expression for the base transit time in a device with nonconstant base doping and bandgap. Under a

quasistatic assumption we can generally define the base transit time as

tb ¼
�q

JC

ðWb

0

nb(x)dx: (A:2:17)

From Equation A.2.12 and neglecting the unity factor, we can solve for nb (x) as

nb(x) ¼ �JC

q

n2
ib(x)

pb(x)

ðWb

x

pb(x0)dx0

Dnb(x0)n2
ib(x0)

(A:2:18)

Substituting this result into Equation A.2.17, we finally obtain

tb ¼
ðWb

0

n2
ib(x)

pb(x)

ðWb

x

pb(y)dy

Dnb(y)n2
ib(y)

8<
:

9=
;dx (A:2:19)

Again, observe that if we allow pb(x) ¼ Nab
�(x) ¼ Nab

� ¼ constant, we obtain the classical result for a

BJT with constant base doping

tb ¼
W 2

b

2Dnb

, (A:2:20)
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FIGURE A.2.2 Schematic drawing of a position-dependent, graded Ge base profile in a SiGe HBT.
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as expected. This second generalized Moll–Ross relation is the starting point for the derivation of base

transit in a graded-base SiGe HBT (Figure A.2.2), as detailed in Chapter 4 and Ref. [4].
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A.3
Integral Charge-

Control Relations

Michael Schröter
University of California at San Diego

A.3.1 Introduction ................................................................. A.3-1

A.3.2 Derivation of a General Relationship ........................ A.3-2

A.3.3 Homojunction Transistors .......................................... A.3-6

A.3.4 Heterojunction Transistors ......................................... A.3-9
Box Ge Profile in the (Metallurgical) Base Region .

Trapezoidal Profile in the (Metallurgical) Base Region

A.3.5 Further Extensions..................................................... A.3-12

A.3.6 Summary .................................................................... A.3-13

A.3.1 Introduction

One of the most important requirements for compact models is an accurate description of the devices’

main current. In an npn bipolar transistor, this is the (generally time dependent) collector current iC
which is given by the transport of electrons from emitter to collector. For time (and frequency)

dependent quasistatic (q.s.) operation, which is the case in the vast majority of practical applications,

the current flowing at the collector terminal can be partitioned into a q.s. transfer current iT and a

charging current supplying all charge storage elements connected to the collector terminal. Since the

latter elements are described and represented separately in a model, a formulation of iT, which equals IC

under d.c. conditions, is of major interest. Before a general relation for iT is derived, a brief historical

perspective of the respective theory is given below.

The obvious starting point for such an equation is the transport and continuity equation. Since the

time derivative term in the latter is taken into account separately by the charge storage elements, and the

impact of recombination on iT in modern bipolar transistors is negligibly small, a spatially constant

electron current density jnx results (and is observed in device simulation) throughout the structure of a

one-dimensional (1D) transistor. This fact can be used to solve the transport equation first for the

carrier density and associated charge at a given transfer current, and then reformulate the result to obtain

the transfer current at a given charge. The first solution of this kind was published by Moll and Ross in

1956 [1, Equation (13)],

iT ¼ qmnBn2
iBVT

exp (VB
0
E
0 =VT)R x u

x l
h(x)p(x)dx

(A:3:1)

with p(x) ¼ NB(x), h(x) ¼ 1, VB0E0 as internal base–emitter voltage, and [xl, xu] as base region.

The relation provided a great deal of insight into the dependence of iT (and also the transit time)

on doping profile and material parameters in the base region. An improved and more complete

expression was later used for one of the first TCAD papers by Ghosh et al. in 1967 [2]. Here, the

material dependent function h(x) ¼ (mnBniB
2 ) / (mnni

2) was included for the first time, but the integral
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was evaluated numerically, thus not providing a formulation suitable for compact modeling. Only

shortly thereafter, in 1970 Gummel published his well-known paper about the integral charge-control

relation (ICCR) [3]. For the first time, a compact formulation for iT was derived, that contained in

a consistent relation between iT and stored charge and with all bias-dependent nonideal effects that

were relevant for transistors at that time. In one way or the other, the ICCR has been used until today

in any reasonably physics-based compact model. Note that the Scharfetter–Gummel discretization,

which was first published and applied to a bipolar transistor, also assumes a constant current density

between discrete points, which is the main reason for its numerical stability and wide use for device

simulation.

An extension of the Moll–Ross relation with special emphasis on a spatially variable bandgap in the

base layer was derived by Kroemer in 1985 [4]. Here also the doping density was replaced by the bias-

dependent hole density as in Equation A.3.1, but no equation suitable for compact modeling was given.

In 1993, for both the latter equation and the ICCR a generalization was presented in Ref. [5], with

application to compact modeling. The respective generalized ICCR (GICCR) will be discussed in more

detail in subsequent sections. During its derivation, the various results mentioned above will be obtained

and be referred to again.

Since the theories above all apply only to a 1D transistor structure with reasonably smooth material

and bandgap changes, and to quasistatic operation, extensions for practical cases are of interest, which

will be briefly discussed in A.3.5. The considerations in this chapter apply to Si and SiGe technologies. In

the latter, two fundamentally different types of doping profiles can be distinguished which are presently

being manufactured and illustrated schematically in Figure A.3.1. The conventional emitter doping

(CED) type has a similar profile shape as BJTs, but contains in addition a Ge distribution that increases

from the BE junction to the BC junction. In contrast, the low-emitter concentration (LEC) type contains

a box Ge profile (or at least a sufficiently high step at the BE junction) that allows to significantly

increase the base doping and to lower the emitter doping.

A.3.2 Derivation of a General Relationship

Although the GICCR can be derived for the 3D case, the considerations here will be restricted to the

1D case in order to demonstrate the concept. The assumptions required for the derivation are summarized

below:

(a) A one-dimensional transistor structure (cf. Figure A.3.1) is considered, with the emitter contact

(x ¼ 0) at the mono-silicon surface and the collector contact (x ¼ xC) at the transition from

the lightly-doped collector region to the buried layer. This 1D structure does not include the

emitter and external collector series resistance.

(b) Volume recombination within the above 1D transistor region is negligible.

(c) The time derivative is negligible, which corresponds to quasistatic operation.

(d) Effects such as thermionic emission and tunneling across the junctions are neglected.

They can be accounted for though by separate terms and can be combined with the GICCR

solution.

Assumptions (a), (b), and (c) together with the electron continuity equation lead to a spatially

independent electron current density,

Jn ¼ const(x) ¼ �JT ¼
�IT

AE

, (A:3:2)

which can be expressed by the transfer current and area (emitter) AE of the 1D-transistor. The

derivation starts with the electron transport equation,
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Jn ¼ �qmnn
dwn

dx
(A:3:3)

where mn, n and wn are the electron mobility, density, and quasifermi potential. Inserting n ¼ ni exp[(c

�wn) / VT] into (A.3.3) gives

Jn ¼ �qmnni exp
c

VT

� �
exp � wn

VT

� �
dfn

dx
: (A:3:4)

Note that the effective intrinsic carrier density ni accounts for bandgap differences caused by high-

doping effects and bandgap-engineering. This topic will be discussed later. Using the transformation

d exp (�wn=VT)

dx
¼ � 1

VT

exp � wn

VT

� �
dwn

dx
(A:3:5)

leads to

Jn ¼ qVTmnni exp
c

VT

� �
d exp (�wn=VT)

dx
: (A:3:6)

Separation of the differential variables and rearranging terms gives

Jn

qVTmnni

exp � c

VT

� �
dx ¼ d exp � wn

VT

� �� �
: (A:3:7)

Extension of the l.h.s. by the product ni exp(wp/VT) allows to replace the inconvenient term exp(�c/VT)

by the hole density, yielding

Jn

qVT

p

mnn2
i exp (wp=VT)

dx ¼ d exp � wn

VT

� �� �
: (A:3:8)

Integration of the above equation over the general spatial interval [xl, xu] gives

N

0 xjE xjC xC x

(a)

NE

N B

mGe

NC

N

0 xjE xjC xC x

x �

(b)

NE

NB

mGe

mx

mp

NC

0 xe0 xc0 Wbm

FIGURE A.3.1 Sketch of doping and Ge profiles for (a) CED transistors and (b) LEC transistors.
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ðx u

x l

Jn

qVT

exp (�wp=VT)

mnn2
i

p dx ¼
ðexp (wn(xu)=VT)

exp (wn(xl)=VT)

d exp � wn

VT

� �� �
: (A:3:9)

The result for the r.h.s. is

ðexp (wn(xu)=VT)

exp (wn(xl)=VT)

d exp � wn

VT

� �� �
¼ exp �wn(xu)

VT

� �
� exp �wn(xl)

VT

� �� �
: (A:3:10)

The exact value of wn on the r.h.s. depends on the choice of the integration limits and will be discussed

later. First though, the left-hand-side of (A.3.9) is integrated,

ðx u

x l

Jn

qVT

exp (�wp=VT)

mnn2
i

p dx ¼ �JT exp (�VB0E0=VT)

qVTmnrn
2
ir

ðx u

x l

h(x)p(x)dx, (A:3:11)

with h ¼ hghihw as the normalized weighting function of the hole density, and its components

hg ¼
mnrn

2
ir

mn(x)n2
i (x)

, hi ¼
�Jn(x)

JT

, hw ¼ exp
VB0E0 � wp(x)

VT

� �
: (A:3:12)

mnr and nir are the mobility and intrinsic carrier density, respectively, of a reference material.

Equating (A.3.10) with (A.3.11), and solving for the desired transfer current yields the ‘‘master’’

equation

JT ¼ qV 2
Tmnrn

2
ir

exp
VB0E0

VT

� �
exp � wn(x l)

VT

� �
� exp � wn(x u)

VT

� �h i
Ð x u

x l
hghihw pdx

, (A:3:13)

from which different analytical formulations can be derived. The choice of the reference material (or

transistor region) and its associated values for mnrn
2
ir is arbitrary and will be discussed later.

The integration interval is undefined yet, and so is the impact of the various weighting functions on

the integral. An attractive choice for the integration limits is [0, xC], which corresponds to the entire 1D

transistor region. As a result of this choice, the electron quasifermi potentials in the numerator assume

their known internal terminal values (e.g., for common-emitter configuration),

wn(xl) ¼ wn(0) ¼ 0 and wn(xu) ¼ wn(xC) ¼ VC0E0 , (A:3:14)

with VC0E0 as (internal) collector–emitter voltage.

The denominator integral is more difficult to oversee. Thus, Figure A.3.2 shows the spatial depend-

ence of the weighting functions with the hole density superimposed. Since the hole quasifermi potential

equals VB0E0 over the entire base and adjacent space–charge regions, hw equals 1 where p(x) is significant.

Similarly, the electron current density is constant and equals JT even in a larger interval, except in a small

region close to the emitter contact, where it increases slightly due to the back injection of holes and the

corresponding recombination; the maximum deviation can be 1/Bf. Therefore, without introducing

a significant error, it is possible for both BJT and HBT to assume an average value for the functions hi

and hw that is very close to 1. According to Figure A.3.2, the main spatial dependence of the weighting

function h is caused by hg via the bandgap variation of ni. A smaller contribution to the spatial depen-

dence comes from the doping and field dependence of the mobility.
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Inserting (A.3.14) and hg from (A.3.12) into (A.3.13), extension by q as well as using average values hi

and hw yields the basic formulation

JT ¼ q2VT
mnrn

2
ir

�hhi
�hhw

exp (VB0E0=VT)� exp (VB0C0=VT)

q
Ð xC

0
hgpdx

: (A:3:15)

from which practically relevant equations can be derived as shown later. The denominator is not yet

suitable for (compact) modeling, but at this point can be prepared for further evaluation by partitioning

it into a bias-independent and a bias-dependent portion
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FIGURE A.3.2 Spatial dependence of the weighting functions for a CED transistor with the same doping profile:

(a) 70 GHz BJT without Ge; (b) 120 GHz HBT with Ge. Bias point (JC¼ JT,VB0C0) ¼ (0.1 mA/mm2, 0 V). The hole

density p, weighting function hg, and their product hgp have been normalized to the respective maximum value. xje

and xjc denote the emitter and base junction depth.
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q

ðxC

0

hgpdx ¼ q

ðxC

0

hgp0dx þ q

ðxC

0

hgDpdx, (A:3:16)

where p0 is the hole density in equilibrium and Dp is the hole density change in the transistor with

respect to equilibrium. Dp consists of depletion and minority components. While the latter density is

distributed over the whole base region, the former densities are located around the junctions and related

to the (ionized) base doping.

A.3.3 Homojunction Transistors

In homojunction transistors, the variation of hg is only caused by high-doping effects. Thus, hg is fairly

constant in the region around the peak hole density (cf. Figure A.3.2a), which contributes most to the

integral. Defining an average value

�hhg ¼
mnrn

2
ir

mnn2
i

, (A:3:17)

the denominator of (A.3.15) becomes

q

ðxC

xE

mnrn
2
ir

mnn2
i

p(x)dx ¼ �hhg
�QQp (A:3:18)

with the hole charge per area stored in the 1D transistor structure,

�QQp ¼ q

ðxC

0

p(x)dx: (A:3:19)

Inserting (A.3.18) and (A.3.19) into (A.3.15) yields

JT ¼ c
exp (VB0E0=VT)� exp (VB0C0=VT)

�QQp

(A:3:20)

which has the same form as Gummel’s ICCR in Ref. [3], but a different definition of the integration

region and, thus, of the charge and controlling voltages. The factor

c ¼ q2VT

mnrn
2
ir

�hhi
�hhw

�hhg

ffi q2VTmnn2
i (A:3:21)

is assumed to be constant over bias. Usually, the most right term is used only, which is obtained by

setting hi ¼ hw ¼ 1 and is an excellent assumption for the 1D case. Since the hole density is

concentrated mostly in the base, the value for hg and mnn2
i is close to that for the base material.

The charge in (A.3.19) can be divided into a bias-independent and a bias-dependent component,

Qp ¼ Qp0 þ DQp. The bias-independent charge Qp0 is defined at VB0E0 ¼ VB0C0 ¼ 0 and consists of

holes stored mostly in the neutral base region 0 � x 0 � wB0 at equilibrium:

�QQp0 ¼ q

ðxC

0

p0(x)dx ffi q

ðwB0

0

p0(x0)dx0 � q

ðwB0

0

NB(x0)dx 0: (A:3:22)

(Note the use of a different coordinate x 0 in the neutral base region, cf. Figure A.3.1b.) The bias-

dependent charge component represents all holes, Dp, that for a nonequilibrium bias condition enter the
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base region (i) to charge the depletion regions, (ii) to compensate the electrons injected into the

(neutral) base, and (iii) for the injection into emitter and collector,

D �QQp ¼ q

ðxC

0

Dp(x)dx ¼ �QQpE þ �QQjE þ �QQnB þ �QQjC þ �QQpC (A:3:23)

Here, QjE and QjC are the BE and BC depletion charge (per unit area), respectively, and the other

components are the minority charges (per unit area) stored in E, B, and C. As a consequence of the

choice of the chosen integration limits, DQp can actually be measured via the terminals. From a physics-

based point of view, the biggest advantage of the extended ICCR (A.3.20) is its firm link between the

quasistatic transfer current and the total hole charge, which resembles the charge-controlled operation

principle of a bipolar transistor in a very compact form.

Examples for the accuracy of various solutions are shown in Figure A.3.3 for a typical Gummel plot.

In all cases, the denominator integral (e.g. Qp in (A.3.20)) has been taken directly from device

simulation. As expected, the basic Equation A.3.15 follows exactly the simulated behavior of JT (crosses).

For the older generation profile (‘‘25 GHz transistor’’ in Figure A.3.3a), the practically interesting

approximation (A.3.20) is very accurate at low and medium current densities, and shows only slight

deviations at high current densities, which are tolerable though and typical for homo-junction bipolar

processes (e.g. [6,7]). The reason for these small deviations is caused by the assumption of a bias-

independent value for hg. However, if the minority charge contributions of emitter and collector, QpE

and QpC, are neglected in (A.3.20), the model current becomes far too large. Thus, including only the

base charge is not a feasible approach.

For the profile of a modern generation Si(Ge) transistor (‘‘70 GHz BJT’’ in Figure A.3.3b), Equation

A.3.20 starts to deviate already at medium current densities, affecting the accuracy of the transconduc-

tance modeling. This is caused by the increased difference in doping and associated variation of hg across

the base region, which requires a different weighting factor for Qp0 and QjE along the same lines as

discussed in the next section on HBTs, applying the corresponding Equation A.3.28 gives again a much

higher accuracy.

The assumption of a bias-independent value for hg deserves some consideration. High-doping effects

cause both ni and mn (which is also field dependent) to depend on x within the base region, with the change

of ni partially being compensated by the change of mn. Obviously though, as long as the spatial distributions

of p and mnn2
i do not change with bias, hg remains bias independent. This holds quite well for low and

medium current densities where p is concentrated in the base region, and the mobility depends only very

slightly on bias. Toward high current densities, however, p spreads out into the collector and partially also

into the emitter region. In the collector, for instance, high-doping effects can be neglected but the field (and

thus bias) dependence of mn is significant, leading to a different weighting of the hole density in this region.

As a consequence, the average value hg defined at low current densities is not quite correct anymore at high

current densities and causes the observed small deviation from the exact current. Note though that the field

dependence of the mobility around the BC junction decreases at high current densities.

At this point, the choice of the integration limits shall be briefly discussed. Fundamentally, there is

an infinite number of possible integration intervals. Besides the one selected above (i.e., entire 1D

transistor), the other most important choice in literature (e.g., Refs. [3,4]) is the base region, i.e., x 2
[xjE,xjC]. In this case, hg is only a very weak function of bias, but there are serious disadvantages of this

choice: (i) the unknown values for the electron quasi-fermi potentials at the base region boundaries, i.e.,

wn(xjE) and wn(xjC) in the numerator of (A.3.13), are not easily accessible by measurements; (ii) a

separate determination (i.e., measurement) of the base hole charge, in particular the base minority

charge, is difficult at medium to high current densities.

The original and most famous expression of the ICCR as given by Gummel in Ref. [3], which has the

same form as (A.3.20), is in fact based on considering only the base region for the integration and

assuming contributions from outside that region to be negligible. Although this was a reasonable

assumption at that time for the charge, it was not for the voltage drop toward the contacts.
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An often found further simplification is to replace the hole density in (A.3.19) by the base doping

density NB. As a consequence, the hole charge equals the expression on the most r.h.s. of (A.3.22) and

does not contain any bias-dependent ‘‘nonideal’’ effects anymore. Neglecting the voltage drops toward

the contacts, Moll and Ross [1] first derived the corresponding expression for the transfer current

JT ¼ qVT mnBn2
iB

exp (VB0E=VT)� exp (VB0C0=VT)ÐWB

0
NBdx0

(A:3:24)

This is a more general relation compared to the classical transistor theory along the lines of Ebers

and Moll [9], and aided the understanding that the transfer current is linked to the integral of the base
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FIGURE A.3.3 Transfer current density for (a) 25 GHz BJT and (b) 70 GHz BJT: comparison between device

simulation (symbols) and analytical calculations from Equation A.3.15 (solid line), Equation A.3.24 (dotted line),

Equation A.3.20 (dashed line), as well as Equation A.3.20 without QpEþ QpC as dash-dotted line in (a) and Equation

A.3.28 as dash-dotted line in (b). The arrow indicates the current density at which the fT peak occurs.
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doping and not to some spot value. As shown in Figure A.3.2, Equation A.3.24 produces an almost ideal

characteristic due to the missing bias-dependent charge components.

A.3.4 Heterojunction Transistors

A comparison for the weighting function hg between a SiGe and a Si transistor with the same doping

profile was already shown in Figure A.3.2. While the spatial dependence of the hole QFP and electron

current density and, thus, of hw and hi is still similar to BJTs, the intentional bandgap differences in HBTs

lead to additional variations of ni
2 within the integration interval [0,xC]. As a consequence, it is

impossible to define a single average value hg over this whole interval. Thus, the denominator integral

in (A.3.15) now has to be formulated in terms of charge components in separate transistor regions that

are multiplied with an average value of the weighting function hg taken over the respective region. In HBTs

the transition from one bandgap value to another usually takes place close to the junctions. Therefore,

partitioning of the respective integral q
Ðxc

0

hgpdx into neutral and space–charge regions is one reasonable

choice in order to obtain separate expressions, in which the weighting function is sufficiently independ-

ent on location and bias. This leads generally to

q

ðxC

0

hgpdx ¼ �hhg,B0
�QQp0 þ �hhg,E �QQpE þ �hhg,jE �QQjE þ �hhg,B �QQnB þ �hhg,jC �QQjC þ �hhg,C �QQpC (A:3:25)

with �hhg,v ¼
mn0rn

2
ir

mnvn2
iv

and v ¼ {B0, E, jE, B, jC, C}: (A:3:26)

Choosing the base region as reference and assuming hg,B ¼ hg,B0, all weighting factors can be divided by

hg,B giving for the normalized remaining weighting factors

hv ¼
�hhg,v
�hhg,B
¼ mnBn2

iB

mnvn2
iv

with v ¼ {E, jE, jC, C}, (A:3:27)

which are considered to be model parameters. Inserting the above expression and charge components

into (A.3.15), and making again the valid assumption hi ¼ hw ¼ 1 yields the GICCR as the final

expression for 1D-HBTs [5]

JT ¼ q2VTmnBn2
iB

exp (VB0E0=VT)� exp (VB0C0=VT)
�QQp,T

(A:3:28)

with the modified (‘‘transfer current related’’) charge density

�QQp,T ¼ �QQp0 þ D �QQp,T ¼ �QQp0 þ hE
�QQpE þ hjE

�QQjE þ �QQnB þ hjC
�QQjC þ hC

�QQpC, (A:3:29)

in which—as for BJTs—still a bias-independent hole charge, Qp0, and a bias-dependent portion

can be distinguished. According to Refs. [5,8], and also as Figure A.3.4 shows, (A.3.28) with (A.3.29)

using bias-independent values for hn leads to a significant improvement over the conventional ICCR

(A.3.20). Thus, the GICCR results in an accurate description of the transfer current characteristics and

the respective derivatives over the entire bias range of interest (up to high current densities). Again, as in

Figure A.3.3, the charges and weighting factors have been calculated directly from device simulation

results to avoid any errors introduced by analytical approximations.

For ‘‘ideal’’ doping profiles like in Figure A.3.1, the weighting factors hn in (A.3.2) can be calculated

analytically using (A.3.15). This aids the physical understanding of the impact of the Ge profile on device

characteristics and shall be demonstrated below for two Ge profile examples. However, the calculation

can be extended to other profiles but just becomes more elaborate.
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Box Ge Profile in the (Metallurgical) Base Region

In this case, mnn2
i is constant over the base region and the portion of the space–charge regions that are

associated with the base. For the sake of simplicity, low injection is assumed first. Setting mnrn
2
ir ¼ mnBn2

iB

yields hg ¼ 1 already in the integral over the base region and, thus, hjE ¼ hjC ¼ 1. In the emitter and

collector region, hE ¼ mnBn2
iB=mnEn2

iE >> 1 and hC ¼ mnBn2
iB=mnCn2

iC >> 1, respectively, due to the much

larger bandgap in those regions. As a consequence of this bandgap, the hole charges QpE and QpC are very

small and do not significantly impact the dynamic transistor behavior, regardless of the respective doping

profile. However, according to (A.3.28) these charges can have a significant impact on the transfer current

due to the large weighting factors hE and hC. The respective terms hEQpE and hCQpC in (A.3.28) actually

cause the ‘‘saturation’’ of the IC(VBE) characteristics at high injection observed in Figure A.3.2b. In HBTs

with a box Ge profile, Equation A.3.28 can be simplified to [5]

JT ¼ q2VTmnBn2
iB

exp (VB0E0=VT)� exp (VB0C0=VT)
�QQp þ (hE � 1) �QQpE þ (hC � 1) �QQpC

, (A:3:30)

which contains the total hole charge as a lumped variable and correction factors in the denominator. In

Ref. [8], the product (hC � 1) �QQpC is described directly by a compact expression rather than separately by

the weighting factor and charge component.

Trapezoidal Profile in the (Metallurgical) Base Region

Consider the Ge profile in Figure A.3.1b. For the sake of simplicity it is assumed that the Ge mole

fraction mGe and the respective bandgap voltage increase over the width of the neutral base (x0 2
[xe0,xc0]) only, but stay constant across the space–charge regions. Choosing the Si-base without Ge

contents as reference material, the bandgap voltage differences DVGp ¼ DVG(x0 ¼ xe0) and DVGx ¼
DVG(x0 ¼ xc0), respectively, can be defined. Hence, the intrinsic carrier density within the neutral base

with the width wB0 ¼ xc0 � xe0 can be written as
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FIGURE A.3.4 Transfer current density for the 120 GHz HBT: comparison between device simulation (symbols)

and analytical calculations from Equation A.3.15 (solid line), Equation A.3.28 (dashed line), Equation A.3.24 (dotted

line), and Equation A.3.28 without QpE þ QpC (dash-dotted line).
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n2
i ¼ n2

iB,Si exp
DVGp þ aG(x0 � xe0)

VT

� �
(A:3:31)

with the slope factor aG ¼ (DVGx � DVGp)/wB0. Neglecting the (much smaller) dependence of the

mobility on field and Ge contents, and applying the above relation to (A.3.16) with p0 ¼ NB yields for

the bias-independent term

q

ðxC

0

mnrn
2
ir

mnn2
i

p0dx0 ffi q

ðxc0

xe0

exp �DVGp þ aG(x0 � xe0)

VT

� �
NBdx0 (A:3:32)

which gives after evaluating the r.h.s. integral

q

ðxC

0

mnrn
2
ir

mnn2
i

p0dx0 ffi
VT

aG
exp � DVGp

VT

� �
� exp � DVGx

VT

� �h i

wB0

�QQp0 ¼ �hhg,B0
�QQp0 (A:3:33)

with �QQp0 ¼ qNBwB0. As can be seen, the average weighting factor depends exponentially on the bandgap

voltages at the beginning and the end of the neutral base.

For the bias-dependent portion in (A.3.16), one can write at low current densities

q

ðxC

0

hgDpdx ffi q

ðxe0

xe

NB

exp
DVGp

VT

� � dx0 þ
ðxc

xc0

NB

exp DVGx

VT

� � dx0 þ
ðxjC

xjE

n

exp ~nn
DVGpþaG (x0~nnxe0)

VT

� � dx0

2
64

3
75 (A:3:34)

The first two terms represent the depletion components that are only to be evaluated between the SCR

boundary (i.e., xe, xc) at the given bias point and the respective equilibrium SCR boundaries (i.e., xe0,

xc0); it also has been assumed that the bandgap (i.e., Ge mole) change within (xe0�xe) and (xc0�xc) is

still negligible. The resulting depletion charges are �QQjE ¼ qNB(xe0 � xe) and �QQjC ¼ qNB(xc � xc0). For

the case that the electric field in the base due to Ge grading causes the electrons to travel with saturation

drift velocity vs , i.e. n ¼ JT/(qvs) does not depend on x0, the resulting base minority charge is then QnB

¼ JT wB/vs. With these charge expressions, one obtains after evaluating all terms on the r.h.s. of (A.3.34)

q

ðxC

0

hgDpdx ffi exp �DVGp

VT

� �
�QQjE þ exp �DVGx

VT

� �
�QQjC þ �hhg,B0

�QQnB, (A:3:35)

where the last term follows the same evaluation as (A.3.32). The final step is to insert the components in

(A.3.33) and (A.3.35) back into (A.3.15) and to normalize the denominator to the base weighting factor,

hgB0 given by Equation A.3.33. The resulting expression then reads

JT ¼ q2VT

mnB,Sin
2
iB,Si

�hhi
�hhw

�hhg,B0|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}
c10

exp (VB0E0=VT)� exp (VB0C0=VT)
�QQp0 þ hjE

�QQjE þ hjC
�QQjC þ �QQnB

: (A:3:36)

which has the same form as (A.3.28), but for low current densities and with known analytical

expressions of the weighting factors from the above analysis:

hjE ¼
exp � DVGp

VT

� �
�hhg,B0

¼ v exp (v)

exp (v)� 1
, hjC ¼

exp � DVGx

VT

� �
�hhg,B0

¼ v

exp (v)� 1
: (A:3:37)
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with v ¼ [DVGX �DVGP]/VT as normalized bandgap difference between beginning and end of the base

region (cf. Figure A.3.1b) . The dependence of the weighting factors as a function of v is shown in Figure

A.3.5 for a practically relevant range.

From the above results, the forward Early voltage at low injection, can be calculated:

VEf ¼
�QQp

hjC
�CCjCi

�
�QQp0

�CCjCi

exp (v)� 1

v
: (A:3:38)

According to (A.3.37), a 20% difference in Ge across the base region corresponds to an about 40 times

increase in Early voltage, which is a significant enhancement factor over a Si-BJT or a SiGe HBT with a

Ge box profile (v ¼ 0).

In addition to the strong variation in ni, the mobility varies within the transistor as a function of both

doping and bias (via the electric field). The variation caused by the latter is most pronounced in the BC

junction and collector region. In general, mn and ni possess an opposite dependence on doping, leading

to a partial compensation within hg. However, the influence of ni still remains much stronger than that

of mn. As a consequence, the weighting function hg always deviates strongly from 1 and has to be

considered for all processes.

A.3.5 Further Extensions

All of the considerations so far apply to a 1D transistor structure and quasistatic operation. Extensions

in both directions have been investigated and proposed. A solution of the time-dependent continuity

equation led to the transient ICCR (TICC) [10], in which the ‘‘in-phase’’ component gives the same

expression as the ICCR for the for q.s. transfer current, while the ‘‘out-of-phase’’ solution yields a

physical definition of the charging currents flowing through the E and C contact. Hence, the out-of-

phase solution defines a physics-based capacitance matrix associated with the E and C terminals, that

includes the case of non-quasistatic operation. Extensions of the TICC towards including recombination

and non-1D effects were presented in, for example, Ref. [11]. The application of the TICC results in

a compact model, however, is quite challenging due to the bias-dependent weighting functions in the

integrals defining the charging components.

0
0

1

2

3

4

5

6

1 2 3 4 5 6
v

h j
E
, h

jC

hjC

hjE

FIGURE A.3.5 Weighting factors of the depletion charges according to Equation A.3.37 as a function of the

normalized bandgap difference v ¼ (DVGx � DVGp)/VT.
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As shown in Ref. [7], it is possible to extend the GICCR to two- and three-dimensional transistor

structures. The respective derivation is beyond the scope of this chapter, but the result shall be briefly

discussed. For instance, the resulting 2D-GICCR reads

IT ¼ c10

exp (VB0E0=VT)� exp (VB0C0=VT
2(yBconþbBcon)

bE
þ 2bBcon

bE

h i

Qp0,T þ DQp,T
, (A:3:39)

where the constant c10 depends on an enlarged (effective) emitter width

bE ¼ bE0 þ 2

ðyBcon

bE0=2

exp �wn(x ¼ 0,y)

VT

� �
dy: (A:3:40)

bE0 is the emitter window width, yBcon is the edge of the base contact or polysilicon next to the emitter,

and bBcon is the base contact or polysilicon width on mon-silicon. DQp,T is defined as in (A.3.29), but

now includes, among others, the impact of electron current crowding. This also applies to Qp0,T, which

introduces a bias-dependent geometry dependence at higher current densities. In practice, Qp0,T can be

approximated by a constant value to first order.

A.3.6 Summary

A set of integral charge-control relations has been derived and put in perspective to the (classical)

literature. It was shown that a ‘‘master’’ equation exists, from which integral charge-control relations of

different complexity and accuracy can be derived. The most general form, that is suitable for accurately

describing the transfer current in a compact model for HBTs and BJTs, is the GICCR, which includes

bandgap differences in the various device regions and also contains the weakest assumptions among the

known theories for the transfer current.

The GICCR is a powerful tool to analytically derive the relationship between transfer current, stored

charges, and physical as well as structural parameters of a transistor. The GICCR can be very accurate,

provided that the respective weigthing factors as a function of device structure and the hole charge as a

function of bias are accurately modeled. Notice that the latter is a prerequisite for the description of

high-speed applications in any way. Also, since the hole charge has to be continuously differentiable with

respect to bias, the transfer current is also automatically continuously differentiable over all bias regions

and, hence, is modeled via a single-piece formulation. This is a very desirable feature of the (G)ICCR for

compact models.

Applying the ‘‘master’’ equation to compact modeling requires partitioning of the hole charge and

analytical approximations for its various components. These measures as well as the determination of

charge model parameters and appropriate weighting factor values introduce additional inaccuracies with

respect to the results shown here, which are unavoidable though for any compact model equation.
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A.4
Sample SiGe HBT

Compact Model
Parameters

Ramana M. Malladi
IBM Microelectronics

This appendix contains a sample set of compact model parameters for a representative 0.32�16.8 mm2

first-generation npn SiGe HBT with a peak fT of 50 GHz, for each of the three dominant higher-order

SiGe compact models available in the public domain and in leading circuit simulators: HICUM,

MEXTRAM, and VBIC. Each model was carefully calibrated to a comprehensive set of measured dc

and ac data.
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Index

A

AC small signal noise effects, 12-4

Alloy-induced disorder, consequence of relaxed

momentum conservation due to, 28-7

Atmospheric pressure CVD (AP-CVD), 2-3

Auger effect, influence of, 30-2

Avalanche breakdown

dc-characteristics, 24-9

integrated IMPATT diodes, 24-7

SiGe layers, 24-7–24-8

Avalanche breakdown affects, 30-2

Avalanche current, 16-9

B

Band edge effects, 19-4, 19-9

Band effective density-of-states ratio, 4-4

Band warping, 19-1–19-2, 19-5–19-8

Band-edge phenomenon, 5-14

Bandgap

germanium, 28-1

PL signals related to, 28-5

Bandgap engineering, 1-3–1-4, 2-2–2-4

Bandgap reference (BGR) circuit, 5-2

Bandstructure and transport, Si substrate, 20-1

Base current, 13-7

Base noise crowding effect, 8-9

Base resistance thermal noise, 8-1

Base transit time, A.2-4

Base-emitter voltage, 5-4

Biaxial tensile stress, 19-1, 19-5–19-6, 19-9

Bipolar and MOS transistors, Si technology

for, 29-11

Bipolar complementary metal oxide semiconductor

(BiCMOS) technology, 1-2

Bipolar integrated circuit technologies, 13-1

Bipolar junction transistor (BJT), 2-4

Bipolar transistor

band-edge effects in, 11-5

SOI-based, 14-3

temperature effects, 11-1–11-2

BJT technologies, 12-6

Boltzmann constant, 14-10

Boltzmann statistics, 4-3, 15-1, 15-3–15-5

Bragg reflector, 29-13

Breakdown voltage, 13-8, 15-7

Brillouin-zone folding, phenomena of, 28-1

Broadband noise, communication channel

circuit performance, 7-15–7-16, 12-4

device optimization for low noise, 7-12–7-15

HBT noise mechanisms and modeling, 7-2–7-7

Brownian motion, electrons and holes, 8-1

Bulk semiconductor substrate integration, 25-3

Buried-channel MOSFETs, gate dielectric

deposition in, 20-8

Burn-in of bipolar transistors, 13-3

C

CB feedback, 9-11

CB junction, 4-2

Chemi-mechanical polishing, for antireflection

coatings, 29-14

Chemical vapor deposition (CVD), heteroepitaxial

growths by, 29-5

Circuit modeling, 6-7

Circuit-level mitigation techniques, 12-7, 12-9

CMOS

n-channel devices, 20-10

SRAM, 21-6

CMOS integration scheme, 13-2

CMOS logic circuit speed, 18-1

CMOS logic technology

p-type and n-type MOSFETs, 21-3

process flow, 21-3

Code division multiple access (CDMA), 1-6

Collector

current dependence, 9-8–9-9

doping profiles, 4-7

profile design, trade-off in, 5-14

shot noise, 8-2

voltage dependence, 9-9

Collector-base capacitance, 4-12

Collector-base depletion capacitance, 4-7

Collector-base junction traps, 6-7

Collector-to-emitter breakdown voltage (BVCEO), 4-8

Common-emitter equivalent circuit noise model, 7-3

Compacted modified nodal analysis (CMNA), linear

circuit, 9-6–9-7
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Conventional device degradation mechanisms, 13-3

Conventional emitter doping (CED) transistors, A.3-3

Cryogenic electronics, 11-1

Cryogenic temperature(s), 11-1–11-2,

11-4–11-7, 11-9–11-10

Crystal growth technology, 23-1

Current drive enhancement, 18-1

Current-dependent EL intensity, 28-8

Current-sharing hardening (CSH) technique, 12-7

Cutoff frequency, 11-7

D

Damage thresholds, 13-6–13-8

Deep submicron device, 18-10

Deep-trench isolation (DTI), 13-3

Design-tuning knob, 7-13

DESSIS, 8-7

Device, SiGe HBT

low noise optimization, 7-12–7-15

scaling, 16-5–16-7

simulation, 15-1

Device-modeling parameters, 7-3

Devices physics, SiGe HBT

AC figures-of-merit, 4-12

band-edge changes effects, 4-1–4-3

base transit time and emitter transit time, 4-12–4-15

charge modulation effects, 4-10–48-12

current gain, 4-3–4-6

current gain-early voltage product, 4-9–4-10

dynamic output conductance, 4-6–4-9

operating current density, 4-16–4-18

Diffusion capacitance, 4-11

Diffusion noise, 8-1

Dislocation density, 25-4

Doping diffusion, 18-11

Double barrier resonant tunneling diode

band-diagram of, 23-1

current–voltage characteristics, 23-1

Drichlet boundary condition, 15-2

Drift-diffusion, 11-10

Dual-channel heterostructures, 25-7

Dual-channel MOSFETs, mobility enhancement

of, 25-8, 25-10

Dynamic output conductance, 4-7–4-9

E

E–B junction ideality factor, 7-3

EB space–charge region, 12-2

Electrical pumping efficiency, 30-2

Electromigration, 4-16

Electron mobility, 18-3, 18-5, 18-10, 19-5

Embedded optoelectronics and electronics, fabrication

of, 29-1

Emitter

effective mass, 23-3

Fermi level of, 23-2

Emitter coupled-logic (ECL), 11-1

Emitter-base (EB) junction, 13-1, 16-3, 16-6

Emitter-base (EB) space-charge region, 5-2

Emitter-base (EB) spacer, 12-6

Emitter-base diode, 7-7

Emitter-base heterojunction, 7-14

Emitter-coupled-logic (ECL) ring oscillator, 2-4

Emitter-to-collector delay time, 4-12

Engineered substrates

III–V–Si Integration, 25-14

market adoption of, 25-16

Enhanced low-dose-rate sensitivity (ELDRS), 12-6

Epitaxial growth temperature, 26-8

Epitaxial strained Si0.83Ge0.17, dislocation in, 21-8

Erbium-doped silicon LED, electroluminescence

of, 28-1

F

Febry–Perrot resonant cavity, 28-9

Fermi-Dirac statistics, 15-1, 15-3–15-5

FET photodetectors, types of, 30-7

Fiber-optic receivers, 29-8

Field-effect transistors (FET), optically

controlled, 30-6

Focal-plane-arrays (FPA), 11-10

Free-carrier absorption losses, 29-5

Frequency-dependent complex number, 8-5

fT–JC roll-off, in SiGe HBTs, 5-14

G

GaAs HBT technologies, 12-6

GaAs PHEMT, 7-8

Gate length transistor, stress contours, 21-6

Ge

effective mass parameters, A.1-2

energy band structure, A.1-1

properties of, A.1-2

Ge band offset, in CB junction, 5-12

Ge grading effect, 5-1–5-5

Ge profile, 4-8, 4-9, 11-11, 13-3, 15-7

Ge(Si) heteroepitaxial clusters, quantum

dots, 26-2

Ge(Si)-Si system

adatom mobility, 26-6

heteroepitaxy, self-assembling

nanostructures, 22-1

heterostructures, 26-10–26-11

elastic strain energy, 26-2

lattice parameter, 16-1

molecule surface morphology, 26-7
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morphological transitions

equilibrium, 26-4

non-equilibrium, 26-6

nucleation in, 26-9

quantum dot, 26-7

quantum dot molecule, 26-6

surface energy, 26-5

Ge-dot FET-type mid–far infrared photodetectors, 30-7

Ge-dot phototransistors

features of, 30-5

optically controlled I-V characteristics of, 30-4

Ge-dot-based detectors, 30-9

Ge-gradient-induced drift field, 4-2, 10-5

Ge-grading-induced reduction, 4-11

Ge-induced

band offset, 4-4, 4-5

bandgap changes, 4-3, 4-12

bandgap grading, 4-9, 4-13, 4-14

current density enhancement, 4-6

transient frequency enhancement, 4-15

VA enhancement, 4-10

Ge-intrinsic layer, transport properties of, 29-13

Ge–Si quantum dot system, 28-6

Ge–SiGe–Si substrates

cross-sectional TEM image, 25-15

wave lasing, 25-14

GeAs substrates

cross-sectional TEM image, 25-15

wave lasing, 25-14

Generalized ICCR (GICCR), A.3-2–A.3-6, A.3-13

Generation/recombination (G/R) trapping centers,

12-2, 13-3

Germanium bandgap, 28-1

Germanium-on-insulator (GOI), 25-5

GeSi heterostructures, 29-10

Global positioning systems (GPS), 1-6

Global system for mobile communications

(GSM), 1-6

GPS receivers, 7-1

Graded SiGe injectors, 31-8

Green’s function evaluation and boundary conditions,

noise simulations, 8-4–8-6

Guided-wave detectors, 29-5

Guided-wave geometries, 29-8

Gummel characteristics, 5-12, 11-5, 12-2, 12-4,

13-3, 13-5, 15-3, 15-8–15-9

Gummel–Poon (SPICE) compact transistor, 5-5

H

Harmonic tuning and low-frequency traps circuit

techniques, 9-7

HBT noise, mechanisms and modeling, 7-2–7-7

HBT, resonance-phase operation of, 24-12

HBT-type Si–SiGe–Si:Er:O light-emitting

devices, 30-2

Heterojunction barrier effect (HBE), 5-11–5-15, 11-5,

11-8, 11-10, 13-4

Heterojunction transistors, charge control

relation, A.3-9–A.3-12

Heterostructure devices, 22-1

Heterostructure FETs (HFETs), 20-1–20-2

HH–LH band degeneracy, 18-5

HICUM (v 2.1) SiGe HBT model parameters,

A.4-2–A.4-4

High electron mobility transistors (HEMTs), 1-8

High-breakdown voltage (HBV) devices, 6-7

High-dose-rate irradiation, 12-6

High-frequency simulation, 15-9

High-frequency wireless building blocks, 13-11

High-injection barrier effect, 15-14

High-injection-induced barrier, 10-5

High-k pHFETs, 20-7

High-performance optoelectronic circuits, digital

processing, 25-14

Hole channel mobility, 20-10

Holes, back-injection of, 4-1

Homojunction transistors, charge control relation,

A.3-6–A.3-9

Hooge’s theory, 6-5

Hot electron impact ionization, 30-2

Hot spot, 14-9

Hot-carrier injection current density, 13-8

I

I–V simulations, 15-8–15-9

Impact avalanche transit time (IMPATT)

devices diodes, 24-1

avalanche breakdown, 24-6

avalanche region, 24-2

doping structure of, 24-15

electric field strength, 24-4

electrical characterization of, 24-6

high current densities, 24-7

impedance of, 24-10

layer stack for, 24-14

negative impedance, 24-9

phase delay, 24-2

planar oscillator, 24-11

reverse characteristics of, 24-8

reverse-biased junction, 24-11

silicide Schottky-barriers, 24-5

silicon, 24-1

SIMS depth profile of, 24-16

structure, 24-3

substrate growth, 24-14

tunneling probability, 24-4

InGaAs pHEMT, 25-3

InGaAs quantum well lasers, 25-14

Injection current density, 30-2

Input third-order intercept point (IIP3), 9-3
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Integral charge-control relation (ICCR), A.3-2

for hetereojunction transistors, A.3-9–A.3-12

for homojunction transistors, A.3-6–A.3-9

Intermodulation distortion, third-order, 9-2

Intermodulation products, 9-2

Intersubband electrolumninescence, 31-9

Intersubband radiative transitions, 31-6

Intrinsic and extrinsic devices, scaling

aspects of, 16-5

Intrinsic carrier concentration, 14-10, 15-4, 15-8

Inverse Early effect, 5-2

J

Johnson-limit, 5-11

Junction temperature, 14-2

K

Kirchoff ’s current law, 9-7

Kirk effect, 5-11, 5-15, 7-5–7-6, 7-9,

7-15, 10-3, 11-5–11-6

Kroemer’s approach, A.2-4

L

Landauer–Buttiker formalism, mesoscopic systems, 20-3

Laplace transform, time-domain impulse response, 9-6

Lateral scaling, 16-6

Lattice constant(s), 19-2

Lattice vibration level, 14-1

Lattice-matched substrate, 25-1–25-2

Lattice-mismatched substrate, 25-3, 25-14, 26-1

LED, design of, 28-1

Light emitters, 30-1

Light hole (LH) bands, 18-3

Light modulation, effects of, 30-4

Limited-reaction-processing CVD

(LRP-CVD), 2-2–2-4

Linear energy transfer (LET) values, 12-7

Linearity limiting factors, 9-11

Linearity of system

basic concepts, 9-2–9-4

physical nonlinearities, 9-5–9-6

Volterra series linearity analysis

collector current dependence, 9-8–9-9

collector voltage dependence, 9-9

load dependence and nonlinearity cancellation,

9-9–9-11

theory, 9-6–9-7

LNA noise figure, 7-15–7-16

Load capacitance, 18-1

Load dependence and nonlinearity cancellation,

9-9–9-11

Long-channel MOSFET

channel mobility in, 20-4

drain current expression in, 20-2

Long-wavelength infrared focal-plane-arrays

(FPA), 11-10

Lorentzian processes, 13-11

Lorentzian-shaped spectral density, 6-3

Low-doping intrinsic carrier density, 4-4

Low-emitter concentration (LEC) transistors, A.3-3

Low-frequency noise (LFN), SiGe HBTs,

13-10–13-12

measurement methods, 6-1–6-3

oscillator and synthesizer phase noise

1/f noise in oscillators, 6-9

synthesizer phase noise and threshold K,

6-10–6-11

physical origins, 6-3–6-4

SiGe profile impact and monitoring

1/f noise performance, 6-6–6-7

collector–base junction traps, 6-7

geometry dependence, 6-5–6-6

technology scaling, 6-8

Low-temperature CVD device layers, 25-5

Low-temperature Si epi growth techniques, 2-3

Lucky-electron model, 13-8

Luminescence quenching, 28-9

Luttinger–Kohn parameters, 20-1

M

Maximum oscillation frequency, 4-12

Mean time to failure (MTTF), 14-10

MEDICI simulations, 10-2, 15-1–15-3,

15-6–15-8, 15-10

MEFET photodetector, I-V characteristics of, 30-8

Mesh characteristics, 15-7–15-8

Meshing guidelines, 15-6–15-7

Metal surface plasmon reflector, 31-10

Metal–insulator–metal (MIM) capacitor, 24-6

Metallurgical collector–base (CB) and emitter–base (EB)

junction, 4-1

MEXTRAM 504 model parameters, A.4-5–A.4-6

Microprocessors, 21-7

MITATT injection region, 24-4

Mixed-mode degradation, 13-5

Mixed-mode stress effects, 13-4

Mobility characteristics, electron and hole, 18-2–18-3

Mobility enhancement, electron and hole,

19-1, 19-5–19-8

Mobility fluctuation theory, 6-7

MODFETs, modulation-doped layers, 20-2

Molecular beam epitaxy (MBE), 28-5, 30-2

Moll–Ross collector current density relation, A.2-3

Moll–Ross relation

assumptions for, A.2-1

generalized, A.2-2
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Moll–Ross relations

collector current density, 4-3

transit time, 4-12

Moore’s law, 1-8

MOSFETs

channel mobility, 25-14

drain current, 25-6

nanoengineered substrates for, 25-5–25-6

switch, extrinsic and intrinsic resistance

of, 21-11

Mott transition, 11-6, 11-8, 15-3

Multi-quantum-well absorbing layer, 29-10

Multichip module, rectenna, 24-6

Multiple quantum wells (MQW), 28-5

N

n-channel MOSFET

device structures, 21-9

drive current, 21-5

source and drain, 21-9

tensile stress, 21-4

n-type RTDs, 23-5

Nanoelectronic architectures, quantum cellular

automata (QCAs), 26-6

Nanostructured SiGe channels, 25-9

Nanostructures,quantum properties of, 29-5

Negative differential resistance (NDR), 23-2

Neumann boundary condition, 15-2

Neutral base recombination (NBR), SiGe HBT, 5-1

NIR photodetectors, 29-2–29-3

nMOS performance, 25-14

Noise concentration, 8-6

Noise equivalent power (NEP), 29-3

Noise simulation, microscopic, 8-1

input voltage and current noise concentrations,

8-6–8-7

noise source density, 8-2–8-3

scalar and vector Green’s functions, 8-3–8-6

SiGe HBT

input noise voltage and current, 8-8–8-12

macroscopic input noise, 8-7–8-8

NFmin, Yopt, and Rn, 8-12–8-13

Noise source density, 8-2–8-3

Noise-generating mechanism, 13-11

Normal incidence photodetectors

(NIP), 29-11, 29-15

Norton equivalent circuits, 8-4

npn bipolar transistor, 5-6

O

Operating point instabilities, 13-8

Out-of-band phase noise, 6-10

P

p-channel MOSFETs

device structures, 21-9

drive current, 21-5

fabrication, 25-10

lattice compression, 21-4

mobility enhancement, 25-11

source and drain, 21-9

p-type Si–SiGe RTDs

Landau-level tunneling, 23-5

schematic diagram, 23-6

p–n diodes,

breakdown of, 24-8

interband tunneling, 23-7

pHFETs

buried-channel, 20-7–20-8

channel effect, 20-4

drive current, 20-7

IDS–VGS characteristics, 20-5

IDS–VDS characteristics, 20-6

performance enhencement, 20-7, 20-8

subthreshold slope, 20-4

hole mobility vs. effective field, 20-9

IDS–VGS characteristics for, 20-8

Philips unified mobility model, 15-3

Photocurrent, generation of, 29-2

Photodetectors

applications in optical links and chip optical

interconnects, 30-4

categories of, 29-2–29-3

design of, 29-11

generation of photo-carriers, 30-7

realization of active layer of, 29-8

Photoluminescence, use in determination of transition

energy, 28-6

Photon emission frequency, 31-2

Phototransistor, 30-4

Physical nonlinearities in SiGe HBT, 9-5

Physical parameters, in semiconductor equations,

15-2–15-3

Physical vapor deposition (PVD), 29-5

Pinch-in current constriction phenomena,

13-10

PMOS mobility enhancements, 25-13

pMOSFETs

buried-channel

carrier mobility, 20-7

strain-compensation, 20-5–20-6

mobility enhancement of, 25-7, 25-13

pnp SiGe HBT

simulation of, 10-2

stability constraints in, 10-6–10-7

Polysilicon-silicon interface, 15-5

Population inversion and gain, 31-1

Proton-induced traps, 12-2

Push–pull circuits, 10-1
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Q

Quantum cascade emitters

electroluminescence from, 31-7–31-9

features of, 31-9

Quantum cascade laser (QCL), 31-1

Quantum cascade structures, resonant

tunneling in, 23-6

Quantum confinement effect, 28-2, 28-7

Quantum dot arrays

controlled growth of, 26-7–26-8

Ge, 26-8

nanoelectronic device architectures, 26-7

self-organized, 26-8

Quantum dots

applications, 26-10

controlled formation of, 26-11

layers growth, 26-8

quadruplets, 26-10

resonant tunneling in, 23-7

Quantum mechanical barriers, 31-1

Quantum mechanical tunneling, of electron

or hole, 31-4

Quantum size effect, 29-10

Quantum well layers, 31-7

Quantum well thickness, 23-8

Quantum-well photodetectors (QWIP), 31-10

Quasiballistic MOSFETs

drain current, 20-3

R

Radiation hardness, 12-5–12-6

Radiation-induced degradation, 12-2

Radiation-induced traps, 12-4

Rapid thermal annealing (RTA), 11-6

Relaxed lattice constants, 25-4–25-5

Reliability, SiGe HBTs, 13-2

Resonance-phase effect, 24-13

Resonance-phase transistor, port representation

of, 24-12

Resonant interband tunneling diodes (RITD), 23-7

band diagram of, 23-9

capacitance of, 23-10

high-peak current densities, 23-8

I–V characteristics of, 23-9

peak-to-valley ratio (PVCR), 23-10

SiGe, 23-8

Resonant LO optical phonon depopulation, 31-3

Resonant tunneling devices (RTDs)

application of, 23-4–23-5

confinement shift and well width, 23-4

I–V characteristics of, 23-2– 23-4

principle of, 23-2–23-5

pseudomorphic, 23-6

tunneling diodes, 23-1

Reststrahlen band, in Group IV materials, 31-7

Reverse emitter–base (EB) stress, 13-3, 13-12

RFIC design, 6-5

S

S-parameter techniques, 4-12

Scalar and Vector Green’s functions, noise simulations,

8-3–8-4

Schottky contact, 15-9

Second-order deviations, SiGe HBTs

Ge grading effect, 5-1–5-5

heterojunction barrier effects, 5-11–5-15

neutral base recombination, 5-5–5-10

Self-aligned collector implantation, 4-16

Self-heating, high-speed devices, 14-1

Semiconductor quantum dots (QDs), 26-1

Semiconductor quantum wells, 23-3

Semiconductor systems

energy gap versus lattice constant, 25-2

thin film electron confinement, 23-1

Semiconductor technology development

standpoint, 6-11

Semiconductors, near-infrared light detection in, 29-2

SEU tolerance, 12-9

SEU-hardening approach, 12-11

Shallow trench isolation (STI) process,

13-2, 13-8, 15-10

Shockley boundary condition, generalized, A.2-2, A.2-3

Shockley boundary conditions, 11-2

Shockley–Read–Hall (SHR)

generation, 29-3

process, 28-8

Shockley–Read–Hall (SRH) recombination, 11-4

Short-channel MOSFET carriers mobility, 20-2–20-3

Si

effective mass parameters, A.1-2

energy band structure, A.1-1

properties of, A.1-2

Si BJT, 4-1–4-2, 11-1–11-4, 11-10, 13-2

Si BJT-based compact models, 5-14

Si CMOS devices, scaling of, 18-1

Si CMOS substrates, 25-17

Si heteroepitaxy, uniaxial strained, 21-1

Si-based

high electron mobility transistors (HEMTs), 1-10

light emitters, 1-10

optoelectronic superchip, 1-10

transistor(s), 1-2, 1-9

Si-based bipolar technology generation, 11-3

Si-based optoelectronics, 30-1

Si-based photonic transistor devices, fabrication

of, 30-10

Si-SiGe superlattices structure

I–V characteristics of, 23-8

resonant tunneling in, 23-6
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Si-strained layer epitaxy, 1-4

Si–Ge superlattice structures

photoluminescence, 28-1

Si–SiGe heterostructures, resonant tunneling,

23-5–23-6

Si–SiGe quantum cascade emitters, 31-1, 31-7

Si–SiGe quantum cascade lasers, 31-9–31-10

Si–SiGe–Si:Er heterojunction light-emitting transistors,

30-2–30-4

Si–SiO2:Er MOS emitters, 30-4

Si1�xGex heteroepitaxy, uniaxial strained, 21-1

Si1�xGex with compressive strain, valence bandstructure

in, 20-2

SiGe alloys, 1-4, 2-1

alloy scattering, 20-2

layer growth, 20-4

Monte Carlo calculations of, 20-3

pHFET structure, 20-5

transport issues of, 20-1

X-ray diffraction (XRD) scans, 20-5

SiGe band engineering, 16-1

SiGe BiCMOS lithography node, 7-7

SiGe BiCMOS processes, 4-17

SiGe cell, inversely distorted, 11-6

SiGe current gain enhancement factor, 4-6

SiGe design, 77 K, 11-6

SiGe Detectors, design and fabrication of, 29-8

SiGe epitaxy, 16-1

SiGe fabrication facilities, 1-6

SiGe HBT, 4-1

ac figure-of-merit, 4-12

circuit tolerance, 12-6–12-7

cryogenic operations, 11-1–11-4

design constraints, 11-4–11-5

first generation, 11-8, 12-1

helium-temperature operation, 11-10

high-injection barrier effect in, 15-14

high-temperature operation, 11-10–11-12

optimization for 77 K operation, 11-5–11-9

performance limits, 16-1

radiation exposure, 12-1

reverse-bias EB stress response of, 13-2

second generation, 11-11–11-12, 12-1

self-heating and thermal effects in, 14-1

subcollector, 11-6

temperature effects in, 11-1

third generation, 11-8–11-9, 12-1

SiGe HBT amplifier, 9-3

SiGe HBT BiCMOS technology, 2-5, 11-1, 11-3, 12-1,

13-2–13-3

generations, 1-5, 1-9–1-10

SiGe HBT technology nodes, 12-1

SiGe HBTs

development of, 2-3–2-6

graded Ge base profile, A.2-4

high-power, 2-6

technology generations, performance

of, 1-9–1-10

SiGe heterostructures

carriers in, 28-2

electronic and optical characterization of, 29-14

SiGe ICs applications, 1-7–1-8

SiGe nanostructured channels, on insulator,

25-11–25-12

SiGe nMOSFETs mobility enhancement, 25-13

SiGe wireless transceiver, 1-8

SiGe-QW–Ge dot HEMT photodetector, 30-7

SiGe–SIMMWICs, 24-1, 24-5

SiGe:C channel pMOSFET, 2-8

SiGe:C HBT technology, 2-6

SiGe-Si strained layer epitaxy, development of, 2-2–2-3

SiGe-Si-MQWs phototransistor, 30-6

SiGe-strained Si FETs, development of, 2-6–2-8

SiGeC alloys

layer growth, 20-1

ternary, 20-6

SiGeC waveguide detector, 29-10

Signal-to-noise ratio, 29-3

Silicide thickness, 12-2

Silicon optoelectronics, 31-1

Silicon-based photonic device fabrication, 29-14

Silicon-germanium-on-insulator (SGOI), 25-12

Silicon-on-insulator (SOI) wafers, 29-5

Single quantum wells (SQW), 28-5

Single strained Si channels, 25-6

Single-channel MOSFETs, 25-8, 25-9

Single-crystal germanium, mobility enhancement, 21-3

Single-crystal silicon, mobility enhancement, 21-3

Slotboom BGN model, 15-3–15-4

Small-signal equivalent circuit model, for bipolar

transistor, 7-3

Smith chart, 7-10–7-11

SOI substrate, silicon-oxide interface of, 29-13

Source–drain current, determination using charge

transfer, 30-9

Space–charge effects, 23-3

SPICE modeling parameters, 5-4

SRAM, 21-7

SSOS structure, 25-17

State-of-the-art MOSFETs, low external

resistance, 21-10

Static random-access-memory (SRAM) yield

monitor, 13-2

Strain Hamiltonian, 19-1, 19-3–19-5, 19-8–19-9

Strain-compensated structure, resonant

tunneling in, 23-6

Strain-induced n-channel MOSFET, threshold voltage

shift effects, 19-8–19-9

Strain-relaxed layers, composition grading, 25-3

Strain-symmetrized cascade emitter, 31-10

Strained layer superlattices (SLS), 28-1

Strained Si CMOS, 1-2, 1-6, 1-8–1-10, 2-11

Strained Si fabrication facilities, 1-6

Strained Si MOSFETs, deep submicron, 18-6–18-9

Strained Si nMOSFET, 2-8

Strained Si process flow, 21-4
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Strained Si transistors, 21-5

Strained Si-relaxed SiGe structure, 18-7

Strained Si–Si0.75Ge0.25, Cross-sectional TEM of, 25-12

Strained silicon technology, 21-3

defect density trend, 21-7

gate oxide thickness versus time, 21-9

Strained silicon, uniaxial, 19-2

Strained silicon–silicon interface, TEM image of, 25-17

Stranski–Krastanov mode, 28-5

Stressed Si MOSFETs, uniaxial and biaxial, 19-3

Surface-channel devices, 25-6

Surface-free energies, 29-5

Synchronous optical network (SONET), 1-6

T

TAURUS, 8-7

TCAD simulations, 16-3–16-4

Technology computer-aided-design (TCAD), 15-1

Technology scaling, 6-8

Terahertz oscillations, optical hot carrier

injection, 24-13

Thermal activation energy, 28-7

Thermal annealing, 18-11

Thermal capacitance (Cth), 14-3

Thermal conductivity, 18-10

Thermal cycle, 11-6, 12-1, 13-2, 19-8

Thermal impedance (Zth), 14-4

Thermal instability, 14-9

Thermal resistance measurement, 14-5

Thermal runaway, 11-11–11-12, 14-9–14-10

Thevenin equivalent circuits, 8-4

Threading dislocation (TD) densities, 29-5

Total ionizing dose (TID), 12-2

Transient ICCR (TICC), A.3-2

Transimpedance amplifier, 29-15

Transistor cutoff frequency, 11-7

Transistor development, history of, 21-2

Transistor devices, structures of, 30-9

Transistor reliability, 13-1

Transit time, base and emitter, 4-11

and velocity, 15-11

regional analysis of, 15-12

Transition capacitance, 4-11

Transition matrix element, calculation of, 28-2

Transverse acoustic (TA), 28-7

Transverse optical (TO) phonon-assisted peak, 28-1

Trapping or detrapping processes, 13-11

Trench-isolated devices, 14-3

U

Ultrahigh vacuum chemical vapor deposition (UHV/

CVD), 2-3, 4-1

V

Valence band degeneracy, 19-5–19-6

VBIC SiGe HBT model parameters, A.4-7–A.4-9

Vertical electric field, 19-5–19-6

Vertical HFETs, 20-10

Vertical scaling, 16-7

Vertical Si1�xGex pHFETs, drive current enhancement

of, 20-11

Voltage-controlled oscillator (VCO) circuit, 7-1

Volterra kernels, third-order, 9-7

Volterra series linearity analysis

collector current dependence, 9-8–9-9

collector voltage dependence, 9-9

linearity limiting factors, 9-11

load dependence and nonlinearity cancellation,

9-9–9-11

nonlinearity, 9-8

theory of linear systems, 9-6–9-7

W

Wafer bonding, virtual substrates, 25-4

Wafer size production, history of, 21-2

Waveguide photodetectors (WPD), 29-8–29-11

Waveguide photodiode, 29-10

Waveguides, layout of, 24-5

WDM optical communications, 29-12

WLAN-capable PDAs, 7-1

Z

Zero output conductance, 4-6

Zero recombination, 8-4
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